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Content-based image retrieval (CBIR) is an application of computer vision
techniques to the image retrieval problem (searching for digital images in large
databases). The "content-based” means that the search analyzes the contents of the
image rather than the metadata such as keywords, tags, or descriptions which are
associated with the image. The term "content” in this context might refer to colors,
shapes, textures, or any other information that can be derived from the image itself.

Electronic commerce emerged in the 1970s. With the development of internet,
online shopping becomes more and more popular. Product images become the main
form of commodity exhibition, and is also the decisive factor for consumers to
understand and purchase goods. But so far, most of the shopping sites still rely on the
establishment of keyword indexing. The retrieval methods based on the keywords can
not retrieve accurately and unable to describe the visual content well, which can not
meet the needs of the users. Consequently, content-based product image retrieval and
classification has become a hot topic of current research.

In the chapter 1, the concepts of CBIR and text based image retrieval are analyzed
combining with E-commerce applications. The retrieval methods based on the keywords
can not retrieve accurately and unable to escribe the visual content well, which can not
meet the needs of users. The general framework of CBIR and some typical image
retrieval systems are presented. In addition, we give a brief outline of the performance
evaluation of retrieval methods.

Content-based image representation is the basis of image retrieval and classification.

Chapter 2 explores the image representation methods from the aspects of low-level



representation and intermediate semantic representation. The low-level representation
can be divided into two categories, global representation and local representation; the
intermediate semantic representations include local semantic concept, in which the
BOW model on the basis of local semantic concept model is one of the recent
mainstream methods for image retrieval and image classification.

In chapter 3, we proposed a combination algorithm of color descriptor, LBP texture
descriptor and HOG shape descriptor for product image retrieval. The color histogram
has the advantages of simple, invariant of image rotation, scale and translation; however,
the color histogram lost the space distribution information. HOG is computed on a
dense grid of uniformly spaced cells and uses overlapping local contrast normalization.
LBP analyzes the fix window features with structure methods and extract global feature
with statistic methods. The LBP and HOG features provide texture and shape
information of an object within an image, respectively. In addition, they are robust to
noise, so it is beneficial to combine the three features together. The product image
retrieval experiments indicate the combination can boost the performance of retrieval
system significantly.

Chapter 4 applies visual attention model to the product image retrieval algorithm.
HVS (human visual system) model is used by visual experts to deal with biological and
psychological processes that are not yet fully understood. The study on HV'S shows that,
when people observed images, the brain based on visual attention mechanism can
quickly respond to the area of interest and draw visual attention to the part of the image.
Consequently, it’s certainly reasonable to establish VAM (Visual Attention Model)
through simulation of the human visual system to get the most attractive part and

represent it with a gray scale image. This chapter analyzes the existing visual attention



model features and apply visual attention model to the product image retrieval
algorithm. Firstly, the saliency map is generated based on visual attention model, on
which the saliency part is extracted with dynamic threshold method. Then, the edge
information of saliency part is obtained through Canny operator. Image retrieval is
implemented through combining the color histogram of saliency map and gradient
direction histogram of saliency edge. The proposed algorithm highlights the perception
of object areas, inhibits background effects and improves retrieval performance.

For the efficiency of product retrieve, it is of necessity to classify the numerous
products into some categories automatically. Each category can be classified into many
sub-categories. Chapter 5 implements product classification depending on the visual
characteristics and stacked auto-encoder classifier. A stacked auto-encoder consists of
multiple layers of sparse auto-encoders, the outputs of each layer is the inputs of the
successive layer. An auto-encoder attempts to learn appropriate features to represent its
raw input, and higher layers tend to learn higher-order features, which construct a
hierarchical grouping of the input.

In chapter 6, SVM (Support Vector Machine) and PHOG (Pyramid Histograms of
Orientation Gradients) descriptor are employed to implement product classification.
Support vector machines can efficiently perform a non-linear classification using the
kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.
PHOG is an excellent image global shape descriptor, which consists of a histogram of
orientation gradients over sub-region of each image at each resolution level. In this
thesis, we adopt SVM classifier combined with PHOG descriptors to implement
product-image classification.

Experimental results showed the effectiveness of the proposed algorithms. Future



study will focus on the selection more efficient complimentary descriptors set (such as
appearance descriptor, color descriptor, texture) and design more effective complicated
combination and learning algorithms (kernel based SVM, saliency analysis and deep
auto-encoder) to improve the overall performance of product retrieval and classification

system.
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