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Abstract 

Terahertz (THz) waves, also known as T-rays, have attracted a great deal of attention in recent 

years because of their potential applications in high-speed wireless communications, biomedical 

imaging and diagnostic, security, and pharmaceutical fields. The THz region in the electromagnetic 

spectrum is usually referred to as an unexplored region, primarily due to the technological 

challenges of practically realizing the THz sources. Currently, many devices that generate and 

detect THz waves are being actively researched. Among them, one of the most promising devices 

is the resonant tunneling diode (RTD) which is a nano-scale quantum effect semiconductor device 

for the THz frequency range. Its unique current-voltage (IV) characteristics exhibit negative 

differential resistance (NDR) at room temperature, where the current decreases as the voltage 

increases. This NDR serves as the foundation for oscillators, and 1.98 THz oscillation has already 

been reported employing RTD. Most of the research on RTD oscillators is primarily focused on 

radio communication applications, but since the THz band has a distinctive absorption spectrum 

to molecules, illicit drugs, cancer cells, gases, and drugs, sensor applications in various fields are 

also promising. Sensors that use RTD oscillators to detect frequency changes due to external 

parameters have already been proposed and demonstrated. These sensors employ the frequency 

delta-sigma modulation technique (FDSM), which allows for measuring frequency changes with 

ultrahigh dynamic range and wide bandwidth. However, to take advantage of the FDSM, several 

challenges need to be addressed, as described below. 

 It is important to note that RTD is a two-terminal device, which has an inherent drawback. It 

makes the behavior of the RTD oscillators highly sensitive to minor parasitic effects resulting in 

frequency fluctuation and spurious oscillations. Also, nonlinear IV characteristics provide the 



 

 

foundation for generating nonlinear phenomena known as chaos. Chaotic signals have a noise-like 

appearance, but they are deterministic. In fact, Chaos itself has a broad range of applications in 

secure communication, signal processing, image encryption, and chaos-based mobile robots. 

However, chaos is an undesired phenomenon in many applications to impedes proper operation. 

In particular, the nonlinearities of RTD oscillators can pose challenges in implementing them for 

sensor applications. 

The purpose of this research is to investigate the nonlinear phenomena in RTD oscillators and their 

impact on FDSM sensors. First, the nonlinear phenomena in RTD oscillators were investigated 

extensively by applying an external sinusoidal signal while operating the RTD in its NDR region. 

Under these conditions, the device's response is highly nonlinear, resulting in complex chaotic 

behavior. The frequency range in this study is higher than the microwave frequencies, so that, the 

chaotic signals are essential to observe on a sampling oscilloscope. For this, a periodic reset 

mechanism was adopted to output an identical chaos signal. Though this mechanism was shown 

to be effective in previous papers, the length of the waveforms to observe was limited to a rather 

short period, and it was unclear if this technique could be used for the detailed characterization of 

such high-frequency chaos. In this study, the circuit design was improved to observe longer 

waveforms, and demonstrated that detailed characterization of the circuit’s nonlinearities is 

possible using this periodic resetting technique (PRT) with a sampling oscilloscope.  

Secondly, the behavior of RTD oscillators was studied when a transmission line (TL) stub was 

added. The TL stub acts as a delayed feedback unit, resulting in unstable and complex oscillation 

behavior including chaos. The complex oscillations in the experiments were successfully observed 

by implementing the improved PRT described earlier. Thus, these circuits work as simple chaos 

generators with potential applications in the THz frequency range. On the other hand, this finding 



 

 

is also significant for designing RTD oscillators for THz sensors, since even a small metal pattern 

can cause such an unwanted feedback effect in the THz frequency range that can impede sensor 

performance.  

While considering the nonlinear effects discussed earlier, the scanning near-field terahertz 

microscope (SNFTM) was proposed as a promising application of FDSM sensors using RTD 

oscillators. The simulation results of the SNFTM circuit showed how the effects of the TL can 

interfere with the proper operation of such sensors. Another difficulty in implementing SNFTM is 

that the direct sampling of THz signals is not possible because the FDSM relies on ultra-high 

frequency sampling. To overcome this difficulty, two ways of down-converting the THz signals 

using the RTDs as sampler/mixer are proposed and demonstrated their working by performing 

simulation. Finally, to verify the basic working principle of the SNFTM experimentally, a 

prototype device was fabricated in the microwave frequency region for ease of measurement. A 

very clear image of Phoenix-Hall was obtained by scanning the surface of a 10-yen coin.  It was 

demonstrated that a high-resolution image beyond the diffraction limit can be obtained with this 

prototype device. 

In conclusion, the improved circuit design of PRT contributed to providing profound insight into 

the nonlinearities that occurred in RTD oscillators when subjected to externally applied sinusoidal 

signals, and a TL stub was added. While effectively dealing with nonlinearities associated with 

RTD oscillators, the results of SNFTM imply the potential of the RTD oscillators for realizing the 

unprecedented THz sensors in conjunction with a superior FDSM AD conversion technique. 
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Chapter 1 Introduction 

1.1 Introduction 

Terahertz (THz) waves, also known as T-rays [1], have attracted a great deal of attention in recent 

years because of their potential applications in high-speed wireless communications, biomedical 

imaging and diagnostic, security, and pharmaceutical fields [2–8]. The THz region in the 

electromagnetic spectrum is usually referred to as an unexplored region [9], primarily due to the 

technological challenges of practically realizing the THz sources [10]. Currently, many devices 

that generate and detect THz waves are being actively researched [11]. Among electronic devices, 

one of them is the resonant tunneling diode (RTD) which is a quantum effect semiconductor device 

for the THz frequency range [12]. It exhibits unique nonlinear IV characteristics showing a 

negative differential resistance (NDR), where current decreases by increasing voltage. These 

nonlinear IV characteristics are the basis for oscillator circuits and oscillations of 1.98 THz have 

already been confirmed with RTD oscillators [13]. So far, the RTD oscillators research is more 

focused on radio communication applications [14–16], but sensor applications are also promising. 

On the other hand, RTD nonlinear dynamics owing to inherent nonlinear IV characteristics can 

lead to chaos upon interaction with external unwanted/unavoidable signals or parasitic effects. This 

chaotic phenomenon of RTD oscillators can be both a challenge and an opportunity. While chaotic 

signals, which look like noise but are deterministic in nature [17], [18], have broad applications in 

secure communications and signal processing [19–24], but can impede the performance of the 

sensors as well as conventional radio communication.  
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The purpose of this research is to investigate the nonlinear phenomena in RTD oscillators and their 

impact on sensors. In this study, I focus on the frequency delta-sigma modulation (FDSM) type 

sensors as an application of the RTD oscillators. FDSM is a promising analog-to-digital (AD) 

conversion technique that allows for measuring frequency changes with ultrahigh dynamic range 

and wide bandwidth [25–28]. Using RTD oscillators for sensing frequency change in response to 

external physical parameters has significant advantages in realizing high-performance sensors with 

numerous applications. 

In this chapter, the significance of THz waves for a wide range of applications and THz sources 

are discussed. It also describes why RTD is a promising candidate as a potential THz source. Also, 

the purpose of this research and thesis is outlined in the final section. 

1.2 THz waves and their applications 

Electromagnetic waves cover a wide spectrum of frequencies, each with distinct properties and 

applications. Depending on the frequency, there are regions with the characteristics of light waves 

and radio wave regions that are transparent. Among them, THz waves are electromagnetic waves 

in the frequency band of 100 GHz to 10 THz [29–34]. In terms of wavelength, it ranges from 3 

mm to 30 µm which is a region sandwiched between millimeter waves and infrared rays as shown 

Figure 1.1 Electromagnetic spectrum depicting the THz region (Adopted from [251] ) 



Introduction 

3 

 

in Fig. 1.1. Mostly, THz waves have wavelengths less than 1 mm, hence they are often referred to 

as submillimeter waves. Furthermore, the upper limit of the THz frequency range is also referred 

to as far infrared. 

THz waves have photon energy from 0.4 to 40 meV which is very less as compared to the X-ray 

photon energy which ranges from 100 eV to several tens keV [35]. This lower photon energy level 

of THz waves does not cause ionization, making them safe for human medical diagnostic and 

treatment [36]. Additionally, their low photon energy level makes them well-suited for non-

destructive and non-invasive inspection applications [37]. 

THz waves possess a unique characteristic of interacting with molecules [38–41]. Their electric 

fields exhibit strong interactions with polar molecules like H2O2, CO2, O2, and N2. This strong 

interaction with polar molecules, especially water molecules, results in significant atmospheric 

attenuation during free space propagation [42]. Consequently, THz waves are suitable for short to 

medium-range applications [43], [44] So, this characteristic also makes THz waves valuable for 

spectroscopy applications [45], [46]. 

However, THz waves lack interaction with non-polar materials such as paper, clothing, and plastic, 

enabling them to penetrate through such substances [47], [48]. Penetrating through these non-

conductive materials, paving the way for THz imaging [5], [49], [50] that can be used for 

inspection [51]. THz waves provide superior spatial resolution than microwaves and millimeter 

waves due to their shorter wavelength. THz imaging is expected to provide higher resolution than 

millimeter waves [5]. As previously stated, THz waves are safe for human usage due to their low 

photon energy, hence THz imaging can be employed in a variety of body-scanning applications 

[7], [52], including medical diagnostics [4] and security scanning [53]. One of the significant 

achievements of THz imaging is the capability of imaging and sensing non-invasive cancer 
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detection [6], [54–56]. THz technology is also gaining popularity in the information and 

communication field because of its tens and hundreds of gigahertz bandwidths available and low 

health risks [2]. As millimeter-wave communication technologies are already mature, research is 

shifting to THz wireless communication [3], [57], [58]. Initially, the generation of THz waves was 

possible with bulky, costly, and high-power consumption systems which were a huge hindrance to 

the widespread commercialization of this technology [59]. A wide range of THz wave applications 

in numerous fields have attracted the attention of the scientific community to realize an 

inexpensive, efficient, and compact THz source. 

1.3 THz sources 

Many efforts have been made to fill the THz gap which resulted in the investigation and proposal 

of numerous THz source candidates [60]. Since the THz range is sandwiched between light and 

Figure 1.2 Status of semiconductor on-chip devices capable of generating THz waves. Devices that do not have a temperature 

indicator run at room temperature. (Adopted from [252] ) 
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radio waves. So, its generation is possible with both photonic and electronic oscillators [61]. 

Initially, THz waves were generated primarily by photonic technology. Photonic-based THz 

generators provide tremendous output power, such as free electron lasers [62], [63], gas lasers [64], 

backward-wave oscillators [65–67], gyrotrons [68], [69], and uni-traveling carrier photodiodes 

(UTC-PD) [70], [71]. These sources have aided research in exploring the vast THz applications. 

However, their bulky size and expensive manufacturing cost restrict them from employment in 

commercial THz applications. 

With recent advancements in the field of semiconductor fabrication techniques, several potential 

THz source candidates have been reported. Because of their compact size and simplicity of mass 

production, semiconductor THz source candidates, including both photonic and electronic 

techniques, have recently received substantial attention. Figure 1.2 summarizes the status of 

semiconductor THz source candidates [72] which can generate THz waves employing a DC power 

source. Here, the THz sources that need external microwave or light sources in order to generate 

THz waves are excluded.  

In the field of developing THz optical devices, research has been focused on p-germanium (p-Ge) 

lasers [73] and quantum cascade lasers (QCL) [74–78]. However, low/cryogenic temperature is 

required for their operation. Recently, room-temperature THz sources based on mid-infrared QCLs 

with differential frequency generation have been reported [79–82] but still challenging its 

continuous wave operation. Electronic devices that have been studied as THz sources include 

impact ionization avalanche transit-time (IMPATT) diodes [83], tunnel transit time (TUNNET) 

diodes [84], and Gunn diodes [85], [86]. Although the output power of these devices is high, these 

electronic devices still need an efficient heatsink method for their optimal performance. 
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Furthermore, these diodes have lower oscillation frequencies compared to other electronic devices, 

such as transistor-based and RTD-based oscillators.  

Subsequently, electronic transistor-based oscillators as THz sources include high electron mobility 

transistors (HEMT) [87], [88], heterojunction bipolar transistors (HBT) [89–91], and 

complementary metal oxide semiconductor (CMOS) transistors [92]. The output power and 

frequency are still lower than RTD-based oscillators, but it is expected to increase further which 

makes them promising candidates for commercial THz sources. 

1.3.1 Resonant tunneling diode 

Reviewing above mentioned THz sources, RTD oscillators have the highest oscillation frequency 

among electronic oscillators. RTDs are potential candidates for THz sources featuring room 

temperature operation [93–100]. At present, oscillations up to 1.98 THz at room temperature have 

been realized [13], and oscillations up to 2.77 THz are expected [101], while higher frequency and 

high output power structures are being investigated [101], [102]. A single RTD-based oscillator 

can be realized on a millimeter-sized chip [103]. The output power up to 0.4mW at 530-590 GHz 

employing a single RTD-oscillator [104], and a large-scale array configuration of RTD oscillators 

generate 0.73 mW at 1 THz has already been reported [105]. The DC-RF conversion efficiency in 

the terahertz band is approximately 1% [104].  

1.3.1.1 RTD development stages 

The RTD concept was first proposed by R. Tsu and L. Esaki in 1973 [106] as a finite superlattice, 

and then experimentally observed in GaAs-AlGaAs double-barrier heterostructures at low 

temperatures [107]. M. Tsuchiya et al. first demonstrated a practically important operation at room 

temperature in 1985 [108], paving the way for a new research field. 
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Since then, the development of RTD oscillators has been updated, reaching an operating frequency 

of 712 GHz in 1991 [109]. A new era of RTD oscillator development began when the oscillation 

frequency reached 831 GHz in 2009 [110] and 1 THz in 2010 [111]. Subsequently, by structural 

optimization, the highest oscillation frequency was updated to 1.31 THz [112], 1.46 THz [113], 

1.55 THz [114], 1.92 THz [115], and 1.98 THz [13]. In addition, the frequency tuning capabilities 

of RTD oscillators have also been studied [111], [116], [117]. 

While making efforts to increase the oscillation frequency, many researchers are also working to 

increase the much-needed output radiation power. Performance enhancement is achieved by using 

biased feed slots [118], [119], rectangular cavities as resonators [120], [121], and array 

configurations [122–124]. Employing RTD oscillators, research has begun on a variety of 

applications, including imaging, spectroscopy, wireless communication, and radar [125–132]. 

1.3.1.2 RTD structure and operating principle 

Recently, advancement in epitaxial growth technology has helped to make extremely small 

semiconductor structures. The wave-like nature of electrons is usually prominent in such structures 

Figure 1.3 Example of RTD structure along with conduction band diagram (Adopted from [253] ) 
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due to quantum and tunneling effects. Electrons can tunnel through these thin structures and 

generate standing waves. RTD also belongs to these kinds of tunneling devices which exhibit 

quantum effects. RTD is a heterolayer element in which the thickness of layers is between 1nm to 

10 nm.  

The heterostructure of RTD and the conduction band diagram is shown in Fig. 1.3. The 

heterostructure layers comprise narrow bandgap and wide bandgap semiconductors. The wide 

bandgap layers are typically made of 𝐴𝑙𝑥𝐺𝑎𝑥−1𝐴𝑠 or 𝐼𝑛0.52𝐴𝑙0.48𝐴𝑠 semiconductors and narrow 

bandgap layers are 𝐺𝑎𝐴𝑠  or 𝐼𝑛0.53𝐴𝑙0.47𝐴𝑠  semiconductors. The narrow band gap layer is 

sandwiched between two wide band gap layers resulting in the formation of a quantum well. 

Electrons confined in a quantum well exhibit distinct energy levels known as resonance levels. 

When electrons tunnel through the quantum well their energy is quantized owing to wave-like 

nature. The resonant tunneling phenomenon occurs when electrons from the emitter tunnel through 

resonant energy levels to reach the collector. That’s why RTD possesses unique current-voltage 

Figure 1.4 Conduction band diagram and IV characteristics of RTD at different applied voltages. (Adopted from [253] ) 



Introduction 

9 

 

characteristics that show negative differential resistance (NDR) as shown in Fig. 1.4. At zero bias 

voltage, the emitter's Fermi level is lower than the quantum well's resonance level. As a result, 

there is no tunneling current as electrons cannot move from the emitter to the collector as shown 

in Fig. 1.4 (a). Fig. 1.4 (b) depicts the state when the applied voltage increases. In this case, the 

electrons in the emitter gain kinetic energy and move faster, which results in an increase in the 

tunneling current. When both the tunneling probability and the incident electron density from the 

emitter reach their peaks, the tunneling current reaches its maximum known as peak current Ip, and 

voltages at that level are called peak voltages Vp. When applied voltages surpass the Vp, the 

conduction band of the emitter rises above the resonant energy level of the quantum well. Owing 

to a mismatch of energy bands, the tunneling current starts decreasing. This range is called negative 

differential resistance in RTD IV characteristics as shown in Fig. 1.4 (c).  

A simple equivalent circuit diagram of RTD is shown in Fig. 1.5. It contains a series resistance and 

voltage-dependent capacitor parallel with the voltage-dependent current source. Its current and 

capacitance vary with applied voltages due to which the equivalent circuit has voltage-dependent 

elements. 

Figure 1.5 Equivalent Circuit diagram of RTD. where Rs is series resistance, CRTD (V) is voltage dependent capacitor and G (V) 

is voltage-dependent current source. 
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The basic RTD oscillators consist of a resonator circuit and the RTD as shown in Fig. 1.6. The 

resonator circuit incorporates Inductor L, Capacitor C, and Resistor R. The NDR of the RTD is the 

basis of RTD oscillators which provides the gain. This gain compensates for the resonator losses, 

resulting in sustaining the resonator oscillations.  

1.4 Research Motivation, Purpose, and Composition 

Resonant tunneling diode (RTD) is a highly promising nonlinear nano-semiconductor device for 

the THz frequency range. Its current-voltage (IV) characteristics exhibit NDR at room temperature 

which serves as the foundation for oscillators, and 1.98 THz oscillation has already been reported 

employing RTD. Most of the research on RTD oscillators is primarily focused on radio 

communication applications, but since the THz band has a distinctive absorption spectrum to 

molecules, illicit drugs, cancer cells, gases, and drugs [51], sensor applications in various fields 

are also promising. Sensors that use RTD oscillators to detect frequency changes due to external 

parameters have already been proposed and demonstrated [133], [134]. These sensors employ the 

FDSM technique, which allows for measuring frequency changes with ultrahigh dynamic range 

and wide bandwidth. However, to take advantage of the FDSM, several challenges need to be 

addressed, as described below. 

Figure 1.6 Basic RTD oscillator circuit 
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 It is important to note that RTD is a two-terminal device, which has an inherent drawback. It 

makes the behavior of the RTD oscillators highly sensitive to minor parasitic effects resulting in 

frequency fluctuation and spurious oscillations [135–137]. Also, nonlinear IV characteristics 

provide the foundation for generating chaos. Chaotic signals have a noise-like appearance, but they 

are deterministic. In fact, Chaos itself has a broad range of applications in secure communication, 

signal processing, image encryption, and chaos-based mobile robots. On the other hand, it is 

important to recognize that chaos is an undesired phenomenon in many applications. In particular, 

the performance of sensors based on RTD oscillators suffers from chaos. Therefore, the 

nonlinearities of RTD oscillators can pose challenges in implementing them for sensor applications. 

The purpose of this research is to investigate the nonlinear phenomena in RTD oscillators and their 

impact on frequency delta sigma modulation (FDSM) sensors. First, the nonlinear phenomena in 

RTD oscillators is investigated extensively by applying an external sinusoidal signal while 

operating the RTD in its NDR region. RTDs have a distinct current-voltage characteristic, 

including an NDR area in which the current reduces as the voltage increases. When a sinusoidal 

signal is introduced to an RTD oscillator operating in the NDR region, the device's response is 

highly nonlinear, resulting in complex chaotic behavior. Subsequently, the nonlinear effects of 

transmission line (TL) stub on RTD oscillators are also studied. The TL stub can be considered as 

a delayed feedback unit, introducing a strong nonlinearity in the circuit, leading to chaos. Thus, 

these circuits work as simple chaos generators with potential applications in the THz frequency 

range. On the other hand, understanding the effects of such a TL stub and the effects of introducing 

an external signal is also important for designing RTD oscillator circuits for THz sensors. While 

considering these effects, scanning near field terahertz microscope (SNFTM) is also proposed 

based on RTD oscillators as a promising application employing the FDSM technique. The FDSM 
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relies on ultra-high frequency sampling, so direct sampling is not possible for SNFTM. To solve 

this problem, two methods using an RTD as a sampler/mixer are proposed and demonstrated 

through simulation. The basic operation of the sampler is also demonstrated at a lower frequency 

for ease of measurement. Finally, to realize the potential of RTD oscillator-based FDSM sensors, 

the impressive results of the fabricated SNFTM prototype device at microwave frequency are 

presented. It has been demonstrated that a high-resolution image beyond the diffraction limit can 

be obtained with the fabricated prototype device of SNFTM. Thus, the unprecedented type sensors 

are anticipated in the THz range using RTD oscillators for FDSM sensors. 

The outline of this thesis is shown in Fig. 1.7. In Chapter 2, nonlinear phenomena are investigated 

in RTD oscillators. In chapter 3, a brief overview of FDSM sensors using high-frequency 

oscillators is presented followed by the FDSM sensors using RTD oscillators presented in chapter 

4. In chapter 5, the findings are concluded of my research work mentioned in this thesis. 
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Chapter 2 Nonlinear phenomena in RTD oscillators 

2.1 Introduction 

In this chapter nonlinear phenomena in RTD oscillators have been demonstrated in detail. Here, 

nonlinear phenomena are referred to as chaos. A brief introduction to chaos and its existence in 

nonlinear circuits is discussed. Chaos can be a challenge and an opportunity at the same time in 

oscillator circuits. As an opportunity, it has broad applications. Conversely, it can be treated as an 

obstacle in the case of conventional applications of oscillators. Two types of RTD oscillator circuits 

are investigated in this study.  

First, the RTD chaos generators based on forced Van der Pol oscillators have been investigated. 

This circuit is fed by an external sinusoidal signal along with DC bias voltage. It shows both 

periodic and complex, including chaotic, behavior due to the interplay between the externally 

applied periodic forcing signal and the intrinsic nonlinear dynamics of the RTD, which are 

primarily attributed to its negative differential resistance. The circuit design has been improved, 

which allows an in-depth characterization of the circuit’s dynamics.  

Second, the nonlinear phenomena in RTD oscillators have been examined when the transmission 

line (TL) stub is added. The TL stub can be considered as a delayed feedback unit, introducing a 

strong nonlinearity in the circuit, leading to chaos. Since RTD oscillators operate at high 

frequencies, the impact of parasitic effects arises substantially, which can significantly reduce the 

oscillator's performance. So, understanding the effects of such a TL stub and the effect of 

introducing an external signal is also important for designing RTD oscillator circuits for THz 

sensors.  
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2.2 Chaos and its existence in nonlinear circuits 

Chaos is a non-linear phenomenon that is usually observed in various kinds of non-linear systems 

[138]. It is completely deterministic in nature [18]. Also, mathematical models explicitly state the 

behavior of chaotic systems [139]. Sensitive to initial conditions is one of the significant properties 

of chaos [140]. Very small changes in initial conditions grow rapidly and lead to complete changes 

in its future behavior. Figure 2.1 depicts two chaotic signals with slightly different initial conditions 

that remained the same initially but changed their pattern rapidly from t1 as the effect of initial 

conditions dominated. Chaos has its existence in nature, i.e. weather is a chaotic phenomenon 

[141]. Chaos theory has a profound impact on fields such as physics, biology, and economics, 

providing insights into understanding complex and nonlinear behavior [142]. 

Chaos in nonlinear systems often arises from the nonlinear interactions of system elements, 

resulting in complex dynamics that cannot be easily predicted. Depending on their parameters and 

initial conditions, nonlinear systems can exhibit various behaviors, from periodic to chaotic. The 

existence of chaos in nonlinear systems has been thoroughly studied and verified by mathematical 

models, computer simulations, and experimental observations [139], [142], [143]. 

In recent years, potential applications of practically implemented non-linear electronic circuits 

[144] possessing chaotic dynamics have been increased in many fields such as secure 

Figure 2.1 Two chaotic signals with slightly difference in initial conditions. (Adopted from [169]) 
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communications [20–22], signal processing [19], [23], [24], [145], image encryption [17], [146], 

chaos engineering for chaos-based technical applications [147–150], and even chaos based mobile 

robots [151–153]. Recently, circuits generating microwave/millimeter-wave/terahertz wave chaos 

have also gained considerable attention with possible applications of high-speed secure 

communication [154], [155], terahertz spectroscopy with high resolution [156–159], and chaos-

based cryptography to encrypt information [160], [161]. Chaos, which was earlier intuitively 

declared as a bizarre and random phenomenon because of its noise-like appearance, is rigorously 

deterministic in nature [17], [18], [162], [163]. Since chaos is extremely sensitive to initial 

conditions, and errors in initial conditions are inevitable in real [164], controlling chaos is 

challenging, especially, at high frequency. Chaos must be controlled for possibilities of 

unprecedented applications in numerous fields [143], [165–168]. 

2.3 RTD chaos generators based on forced van der pol oscillators 

In this section, a detailed characterization of resonant tunneling chaos generator circuits is 

demonstrated in the microwave frequency range. The circuit is analogous to the Duffing oscillator, 

where the third-order nonlinear potential term is emulated by the nonlinear current-voltage curve 

of the resonant tunneling diode. The circuit includes a periodic reset mechanism to output identical 

chaos signals, which is essential for observing chaos signals on a sampling oscilloscope. Though 

this was shown to be effective previously [169], [170], the length of the waveforms to observe is 

limited to rather a short period, and it was unclear if this technique can be used for detailed 

characterization of such high-frequency chaos. In this chapter, the circuit design is improved to 

observe longer waveforms, and demonstrated that detailed characterization is possible using this 

periodic resetting technique with a sampling oscilloscope. The hybrid integration scheme is also 

used in this chapter, which allows the easiest and shortest way to mimic a circuit as per circuit 
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design, and precise estimation of circuit parameters aiming to eliminate circuit-related 

abnormalities.  A deep insight is provided into the dynamics associated with our circuit, starting 

from the single-period, double-period, chaos, and triple-period regimes, by extracting power 

spectra, return maps, phase portraits, and bifurcation diagrams from acquired time series using a 

sampling oscilloscope. Our method to study microwave chaotic signals can be applied to much 

higher frequency ranges, such as the THz frequency range. 

2.3.1 Chaos in the negative resistance oscillator circuit 

Chaotic phenomena had been confirmed in forced negative resistance oscillator [171]. That circuit 

had a negative resistance element along with a capacitor, inductor, and resistor as shown in Fig. 

2.2. It is a non-linear self-oscillatory circuit in which non-linearities arise due to a negative 

resistance element. When periodic forcing is injected to this circuit it generates synchronized 

periodic signals or unsynchronized output. Among non-periodic output signals, most of them are 

chaotic in nature. The behavior of the circuit was checked by altering the parameters of external 

sinusoidal forcing. Chaotic oscillations had been confirmed which occurred in non-periodic output 

Figure 2.2 Forced negative resistance oscillator (Adopted from [171] ) 
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regions. The operating speed limit of such circuits is regulated by a negative difference element. 

So, the maximum frequency of chaotic signals is solely dependent on the operating speed of the 

negative resistance element. 

2.3.2 Resonant tunneling chaos generator 

RTDs are nonlinear nanodevices that own very high operational speed with the prime feature of 

depicting negative differential resistance (NDR) in their current-voltage characteristics [12]. For 

high-frequency chaos applications, a very simple chaos generator circuit employing an RTD was 

proposed, and also demonstrated its frequency divider operation based on the bifurcation 

phenomenon [172], [173]. 1/2 frequency divider operation at high frequencies up to 88 GHz has 

already been reported for this circuit [174].  

The basic circuit configuration of the resonant tunneling chaos generator is shown in Fig. 2.3. This 

simple chaos generator consists of an inductor L, a capacitor C, and an RTD which acts as a 

negative differential resistance element. A brief illustration of circuit operation is discussed below 

[175]. 

Figure 2.3 Basic circuit of resonant tunneling chaos generator 
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This circuit is identical to the Duffing oscillators in terms of the underlying mechanism. Third-

order polynomial potential in the Duffing oscillator is replaced by the folded I-V curve of the RTD. 

The circuit is fed by DC voltage to bias the RTD in its NDR region, which causes the circuit to 

oscillate. So, when the circuit’s oscillations are perturbed by external sinusoidal forcing then it 

generates either synchronized or unsynchronized output, depending on operating conditions. As a 

result, the circuit depicts the period-adding bifurcation phenomenon in the synchronized region, 

which works as a frequency divider, i.e., 𝑓in, 𝑓in/2, 𝑓in/3 [172]. In the unsynchronized region, high-

frequency chaotic oscillations appear. This circuit aims to produce microwave chaotic oscillations 

by taking advantage of the high-speed operation of an RTD.  The following equations represent 

the circuit mathematically if parasitic elements and the voltage-dependent RTD capacitance are 

not taken into account. 

𝒅𝑰𝑳(𝒕)

𝒅𝒕
=

𝑽𝒊𝒏(𝒕)−𝑽𝒐𝒖𝒕(𝒕)

𝑳
     (2.1) 

𝒅𝑽𝒐𝒖𝒕(𝒕)

𝒅𝒕
=

𝑰𝑳(𝒕)−𝑰𝑹𝑻𝑫(𝒕)

𝑪
     (2.2) 

𝑽𝒊𝒏(𝒕) =  𝑽𝒃𝒊𝒂𝒔 + 𝑨𝒔𝒊𝒏(𝟐𝝅𝒇𝒕)    (2.3) 

Where IRTD (V) represents the I-V curve of the RTD.  

First, the simulation was performed to understand the behavior of the circuit. This uses the I-V 

model proposed by Schulman [176] carrying identical characteristics to the fabricated InP-based 

RTD used for experiments. The RTD model consists of a voltage-controlled current source and 

capacitance connected in parallel as shown in Chapter 1 section 1.3.1.2. The RTD capacitance 

value is based on the assumption of a parallel plate capacitance from the thickness of the collector 
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depletion layer. The RTD I-V characteristic model and collector depletion layer capacitance are 

defined by Equation 2.4 to Equation 2.7, respectively. 

𝑰𝑹𝑻𝑫(𝑽) = 𝑰𝑷𝑫𝑹(𝑽) + 𝑰𝑵𝑫𝑹(𝑽)     (2.4) 

𝑰𝑷𝑫𝑹(𝑽) = 𝐬𝐠𝐧(𝑽)𝑨𝒋𝒑{𝒂𝟎𝐥𝐨𝐠 [
𝟏+𝐞𝐱𝐩(−𝒂𝟏+𝒂𝟐|𝑽|)

𝟏+𝐞𝐱𝐩(−𝒂𝟏−𝒂𝟐|𝑽|)
× (

𝝅

𝟐
+ 𝒕𝒂𝒏−𝟏(𝒂𝟑 − 𝒂𝟒|𝑽|))} 

         (2.5) 

𝑰𝑵𝑫𝑹(𝑽) = 𝒔𝒈𝒏(𝑽)𝑨𝒋𝒑𝒃𝟏(𝐞𝐱𝐩 (
|𝑽|

𝒃𝟐
) − 𝟏)   (2.6) 

𝑪𝑹𝑻𝑫 = 𝑨𝑪𝟎       (2.7) 

where 𝑗𝑝 is the current density, 𝑎0, 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑏1, and 𝑏2 are fitting parameters, and A is the RTD 

area. The parameters are listed in Table 2.1, and the I-V characteristics of the RTD model are 

shown in Fig. 2.4. 

Table 2.1 Parameters of the RTD model used in the simulation 

Parameters Values Parameters Values 

𝑎0 9.4546 × 10−10 𝑏1 5.792 × 10−12 

𝑎1 0.59 𝑏2 0.17 

𝑎2 13 𝐶0(fF/μm2) 2 

𝑎3 14 𝑗𝑝(A/cm2) 1 × 105 

𝑎4 35 𝐴(μm2) 15 
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To illustrate the basic behavior of the above circuit, an example of a bifurcation diagram obtained 

from simple simulation is shown in Fig. 2.5. The resonant frequency of the LC resonator with 

chosen parameters, L = 1.3 nH and C = 10 pF, was 1.4 GHz. Figure 3 illustrates the period adding 

Figure 2.5 Example of a bifurcation diagram of a simple RTD chaos generator 

Figure 2.4 IV characteristics of the RTD model employed in simulation 
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bifurcation diagram by plotting input frequency versus output voltage from simulation results. It 

represents a cascade of synchronized and unsynchronized regimes. The Densely filled spaces in 

the figure indicate nonperiodic zones which include chaos. Conversely, solid distinct lines exhibit 

periodic regions. A sequence of single period, double period, nonperiodic (chaos and quasi-

periodic), triple period, and non-periodic states appears by sweeping input frequency as a 

bifurcation parameter. This behavior is similar to that of the Duffing oscillators.  

2.3.3 Constraints in observing high frequency signals 

For high-frequency signals such as micro/millimeter/THz wave frequency range, one generally 

uses a sampling oscilloscope to observe their waveforms, however, there are constraints in using 

it for non-periodic signals. For example, microwave chaotic signal becomes blurred on the 

sampling oscilloscope as shown in Fig. 2.6. This is due to the superposition of various signals. 

Chaotic signals are non-periodic, which impedes observation with a sampling oscilloscope. 

However, one can observe such signals, if it is controlled to output identical signals repeatedly 

Figure 2.6 An example of the blurred output waveform of the chaos signal on the sampling oscilloscope. Upper figure: the output 

signal. Lower figure: the input signal. Horizontal axis 200 ps/div, Vertical axis 100 mV/div. 
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[169]. Of course, chaos signals are sensitive to initial condition errors, and practically such errors 

are inevitable, so it is impossible to output identical sequences. However, if we limit the period to 

reset sufficiently shorter than the time for substantial growing of the initial condition errors, such 

sequence can be observed on a sampling oscilloscope. 

2.3.4 Circuit design for high-frequency chaos characterization 

Here a simple and improved circuit configuration is proposed that permits chaotic signals to be 

observed on a sampling oscilloscope for detailed characterization of chaos as shown in Fig. 2.7. 

The circuit for reset is different from the previous reports. In the previous papers, switching to 

reset the circuit was achieved by incorporating a high electron mobility transistor (HEMT) in 

parallel to the RTD. To mask the NDR of the RTD for reset, the HEMT must have large current 

drivability. For this reason, a very wide-gate HEMT was used. This consumes much area, and has 

large parasitic elements. It also makes designing the circuit pattern/layout difficult for the high-

frequency circuit. In the current circuit configuration, the reset pulse signal is applied directly to 

Figure 2.7 Improved design of the resonant tunneling chaos generator and control circuit 
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RTD, thus circuit complexity is reduced as well.  The advantage of the high-speed switching 

capability of RTD is also taken for resetting the circuit. Moreover, low-frequency noises due to the 

HEMT switch are avoided in this circuit. This scheme assists in prolonging the observable period 

due to the reduction of parasitic effects, which made optimization of circuit parameters difficult. 

This is also applicable for the THz frequency region, even when the conventional device switch is 

difficult to use. The shunt resistor is connected parallel to the chaos generator for the prevention 

of spurious oscillations induced by RTD. Moreover, two inductors are used here, one for the 

resonator and one for the input. This makes better isolation of the signal source impedance and 

easier design of the Q-factor of the resonator. The HEMT in common source configuration behaves 

as a buffer device to isolate the circuit’s output from interference caused by measurement devices 

as well as amplify the output signals. 

2.3.5 Prototype circuit fabrication 

The circuit was fabricated with a hybrid integration scheme on a printed circuit board (PCB) using 

a small RTD chip fabricated in the lab and commercially available chip elements. This method 

allows an easy, short, and compact fabrication process to emulate the circuit according to the circuit 

design with easy optimization of the circuit’s parameters. The RTD was fabricated on an InP 

substrate with a double-barrier quantum well structure grown by molecular beam epitaxy. It 

contained a strained subwell of an InAs in the core of an In0.53Ga0.47As well. Fabrication was 

realized by conventional photolithography, wet etching, and lift-off process.  

The current-voltage characteristics are illustrated in Fig. 2.8. The NDR region of the RTD is 

utilized for introducing non-linearities in the circuit. Figure 2.9 depicts the circuit realized on the 
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PCB substrate on the right and the SEM image of the RTD on the left. The circuit was fabricated 

on a double-sided glass epoxy FR-4 PCB substrate.  

The dimensions of the PCB substrate were opted for 28 mm × 22 mm with a thickness of 0.8 mm. 

The RTD chip was interconnected with the help of bonding wires. To reduce the impact of bonding 

wires, shorter-length multiple wires were used. 1.0 mm × 0.5 mm-type wire wound RF inductors, 

chip multilayer ceramic capacitor, and chip resistor were used. A low-noise GaAs HEMT (Renesas 

Figure 2.8 Current-Voltage characteristics of the fabricated RTD. The RTD mesa area was 10.4µ𝑚2 

Figure 2.9 Fabricated prototype circuit (right), and the SEM image of the RTD (left) 
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Electronics, NE3514S02) was opted for the buffer amplifier. The nominal values of the elements 

are illustrated in Table 2.2. 

Table 2.2  Device parameters used for the fabricated circuit. 

Elements Values 

L1 4 nH 

L2 1.3 nH 

C 10 pF 

R1 5 Ω 

R2 24 Ω 

 

2.3.6 Experimental setup 

Measurement setup for detailed characterization of resonant tunneling chaos generators is depicted 

in Fig. 2.10. In this circuit, the pulse signal (reset signal) is directly transmitted from the pulse 

pattern generator (ANRITSU MP1761C) at the reset node of the circuit with DC voltage via Bias 

T. At pulse ON state the DC voltage level rises up to the NDR voltage range of the RTD, thus 

circuit starts oscillating with its natural frequency. The oscillations are perturbed by an external 

sinusoidal signal which is supplied to the input port by a synthesized sweeper. (Keysight 

technology 83650L). In the case of the pulse OFF state, the voltage of the circuit drops down from 

the NDR voltage range, and circuit nonlinearity becomes weaker. This resets the circuit to non-

oscillation state. When the pulse returns to ON state, an identical signal appears at the output port. 

Thus, a sequence of chaos can be observed on the sampling oscilloscope (HEWLETT PACKARD 

54750A). In order to lock the reset pulse with sinusoidal input, which is indispensable, the pulse 

pattern generator is synchronized with the synthesized sweeper via a 10 MHz clock signal. To 
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observe the circuit output corresponding to the input signal, a power splitter is inserted in the input 

sinusoidal signal line, and it is connected to channel 2 (Ch2) of the sampling oscilloscope. For data 

acquisition, a computer was connected to the sampling oscilloscope. 

2.3.7 Results and discussion 

Initially, the circuit is tested as an autonomous system without an external forcing signal to 

determine the NDR region of the RTD and the circuit’s natural frequency, which were 810 mV to 

910 mV and 2.5 GHz, respectively. Under this condition, the circuit worked as a harmonic 

oscillator, showing stable oscillations. 

Figure 2.10 Measurement setup for detailed characterization of circuit’s output 
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2.3.7.1 Bifurcation diagram plotting method 

A bifurcation diagram is a graphical representation of how the behavior of a dynamical system 

changes as system parameters change. It often depicts the emergence of complex behaviors such 

as periodicity, chaos, or the creation and destruction of stable solutions. Solid lines show the stable 

values (Periodic) and filled condensed areas represent unstable values which are often chaotic. 

To get a bifurcation diagram of the resonant tunneling chaos generator circuit, externally provided 

sinusoidal signal frequency was swept as a bifurcation parameter while keeping the rest of the 

operating conditions same. The method used to plot the bifurcation diagram involves the sampling 

of the output signal at the fundamental period of the input signal. If the period of the output signal 

is the same as the input signal, a single dot appears, if the output signal’s period is double than the 

input signal, two dots appear by sampling the output signal at the input signal’s period, and so on. 

If it is a complex output then multiple dots appear on the bifurcation diagram. For a better 

Figure 2.11 4 GHz periodic signal 
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understanding of constructing a bifurcation diagram, bifurcation points of periodic sinusoidal 

signal are shown here in this section. Figure 2.11 depicts the sinusoidal signal at 4 GHz. If the time 

period of the applied sinusoidal signal is exactly the same as the time period of the output signal, 

only one point appears which indicates the period one output as shown in Fig. 2.12. If the time 

Figure 2.12 Bifurcation point of 4 GHz signal (sampled at 1/4 GHz rate) 

Figure 2.13 Bifurcation point of 4 GHz signal (sampled at 1/8 GHz rate) 
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period of the output signal becomes double the time period of the input signal, we will get two 

points indicating period two output as shown in Fig. 2.13. 

2.3.7.2 Experimental Bifurcation diagram  

To investigate circuit dynamics on the sampling oscilloscope, an 80 MHz reset pulse signal is 

injected for direct observation. Input frequency as a bifurcation parameter was swept from 2.4 

GHz to 9 GHz with steps of 10 MHz at 0 dBm power by fixing bias voltages at 810 mV. The input 

impedance, |Z|, is estimated to be approximately 160 Ω using circuit simulation. Therefore, the 

voltage amplitude for the 0-dBm input is estimated to be 0.96 𝑉pp. An experimental bifurcation 

diagram at high frequency is plotted to present a visual interpretation of circuit behavior where the 

output switches between periodic and chaotic by varying the input frequency. However, the 

conventional methods of plotting bifurcation diagrams failed at this frequency range. If one plots 

the bifurcation diagram by sampling the output signal at the fixed phase of the input signal, it turns 

out to be a highly oscillating and noisy figure as shown in Fig. 2.14. This is due to the time delay 

in the cables, and hence, the frequency-dependent phase difference between input and output 

signals. The difference in the cable length carrying the input and output signals yields this effect. 

To overcome these inevitable problems, a compensation method is used as shown below. Let the 

cable length difference of the input and output cables, and the effective velocity of the signal 

propagation in the cable be Δ𝑙 and 𝑣eff, respectively. Then the propagation time delay difference, 

Δ𝑇, at the sampling oscilloscope head can be written as  

Δ𝑇 = Δ𝑙/𝑣eff, 

Hence, the oscillation period in the experimental bifurcation diagram, Δ𝑓 can be approximately 

shown as, 
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Δ𝑓 = 1/Δ𝑇 

Therefore, the time delay difference Δ𝑇 can be determined by the oscillation period in the 

bifurcation diagram. Consequently, the phase difference can be compensated if the output signal 

is sampled at 𝜙 = 2𝜋 𝑓inΔ𝑇 in place of 𝜙 = 0. Here, the 𝑓in is input frequency. In the case of my 

experiment, 4.44 ns time delay is estimated in the output signal.  

After fixing the phase difference error by following the above method, a meaningful bifurcation 

diagram was achieved as shown in Fig. 2.15, which is identical with the simulated bifurcation 

diagram in terms of periodic and nonperiodic states switching sequence. Nevertheless, it is 

relatively noisy due to unavoidable external noise, especially phase noises. There is the evolution 

of period one, period two, non-periodic, period three, and non-periodic regimes. Single periodic 

output appears between the 2.4 GHz to 4.7 GHz range representing a phase-locked regime. From 

4.7 GHz to 5.3 GHz range, period doubling regime commences. There is an onset of non-periodic 

regime from 5.3 GHz to 6.5 GHz range right after the period doubling. Period doubling leading to 

the emergence of chaos has already been reported in the Duffing oscillator [177]. A densely filled 

area indicates the occurrence of non-periodic regime, that should correspond to chaos as discussed 

later. After the non-periodic region, the evolution of synchronized state appears which is the 

period-three region from 6.5 GHz to 7.9 GHz. From 7.9 GHz up to 9 GHz, non-periodic regime 

re-emerges.  
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Figure 2.14 Experimental bifurcation diagram without fixing phase difference error. 

Input signal frequency is taken on x axis and output voltages on y-axis. 

Figure 2.15 An experimental bifurcation diagram by sweeping input frequency 

from 2.4 GHz to 9 GHz after breaking through the phase difference obstacle 
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2.3.7.3 Detailed characterization of each regime 

The purpose of this research is to demonstrate that the periodic resetting technique can be used for 

detailed characterization of the microwave/millimeter wave/THz wave chaos circuits. In the 

previous papers, the observation of such high frequency chaos signals in RTD circuits was 

demonstrated with a sampling oscilloscope, however, detailed characterization, in particular, 

calculation of Lyapunov exponents, was impossible because the observable waveform length was 

insufficient. In this chapter, the improvement of the circuit design allowed us to observe the output 

waveform up to 58 periods of the input signal, which is approximately 3 times longer than those 

in the previous reports. This improvement helped us acquire temporal waveforms data at a high 

frequency for further analysis. 

 Here, I present detailed characterization results with the experimentally acquired data. I obtained 

time domain signals at different input frequencies. Their corresponding power spectra, phase 

portraits, and return maps were obtained from these data. Also, Fourier analysis was done for these 

data, which is an effective experimental aid in recognizing the various types of attractors [178]. 

Reconstruction of phase space (Phase portrait) is a handy tool which is used to reveal the shape 

and structure of attractors that helps to identify the nature of signal. The conventional method of 

plotting phase portrait requires a system of differential equations to plot the trajectories in the 

phase space using multiple state variables. Typically, one state variable is plotted against another 

state variable or its derivative. In experiments, the most challenging point in plotting conventional 

phase portrait is the difficulty in getting derivative of the voltage waveforms by numerical 

derivation, because small noise can generate large errors. On the other hand, the time delay method 

is robust against the noise. So, the time delay method provides a solution by reconstructing a phase 

space from delayed versions of the one-dimensional time series data, allowing for the analysis of 
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system's dynamics. I followed the mutual information method [179] to estimate time delay 𝜏. The 

mutual information method is a technique for estimating the optimal time delay parameter (𝜏) for 

embedding a time series in phase space. Once the optimal time delay τ is identified, it can be 

utilized for further analysis, such as the reconstruction of the phase space or even the determination 

of the Lyapunov exponent. Reconstruction of phase space (Phase portrait) of periodic signal is a 

limit cycle. On the other hand, phase portraits displaying strange attractors are attributed to chaotic 

systems [180]. Here, the phase portraits were reconstructed by plotting V (𝑡) versus 𝑉 (𝑡 + 𝜏) where 

𝑉 (𝑡) is the output voltage. Subsequently, a return map is also a valuable analytical tool to 

distinguish the circuit’s dynamics, which was plotted as x [n] on the x-axis and x [𝑛 + 1] on the 𝑦 

axis, where 𝑥 [𝑛] represents the phase point and 𝑥 [𝑛+1] is next phase point. These points were 

extracted by sampling output time series waveforms corresponding to the peaks of input signals. 

 Figure 2.16 shows the results at 2.5 GHz input. Here, the time-domain output signal is shown with 

a corresponding power spectrum having a single peak, a closed-loop phase portrait, and a single 

dot return map, indicating single period output. Similarly, Fig. 2.17 shows the results at 5 GHz. 

The power spectrum consists of two distinct peaks, a phase portrait with a twisted closed-loop, and 

two clear dots on the return map, and the output waveform reveals double period bifurcation acting 

as a 2:1 frequency divider.  

After period doubling, the route to chaos was recognized at 5.46 GHz input signal frequency. 

Figure 2.18 illustrates the chaotic time series representation and its power spectrum. The power 

spectrum consists of rich spectral structure and broad-band peaks which are not rationally related 

to primary peak [178]. The phase portrait forms a strange attractor similar to Duffing oscillator 

(double scroll attractor), which is the signature of chaos [181]. The distributed points in return-

map are making parabola-like shape exhibiting deterministic characteristics [182] and indicating 
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deterministic chaotic oscillations. In order to characterize the waveform quantitatively, the largest 

Lyapunov exponent (𝜆max) was calculated employing the Wolf method [183]. The positive value 

of 𝜆max indicates chaotic time series. I got 𝜆max = 0.0579 which further authenticates chaotic output 

at 5.46 GHz. Here, I used 58 periods data for the calculation of Lyapunov exponents. It is a difficult 

problem how large number of periods are necessary for this calculation. The reference [183]  has 

discussed it and shown that on the order of 10 to 100 is necessary for 1-D systems. Therefore, I 

think this value is, at least, approximately valid because our system is close to 1-D system. 

Finally, Fig. 2.19 shows results at 7.5 GHz. The power spectrum with three peaks, a phase portrait 

containing doubly-twisted phase space orbit, and three distinct dots in the return map are giving 

confirmation of triple period output and 3:1 frequency divider operation. Beyond the triple period 

regime, there was the onset of a more complex non-periodic regime, which was strenuous to 

observe due to the superposition of various signals. Anyway, these results demonstrated that the 

periodical resetting scheme successfully characterizes microwave chaos signals, and it should be 

a good tool for characterizing millimeter/THz wave chaos signals. 

For further validation of experimental results, I also performed a simulation of the more realistic 

circuit by incorporating parasitic elements of the chip devices and compared its results with 

experimental results. Figure 18 shows the simulated bifurcation diagram by taking frequency and 

voltage on x-axis and y-axis respectively. It represents a behavior identical to experimental 

bifurcation diagram in terms of switching sequence of periodic and non-periodic regime as shown 

in Fig. 2.20. Differences in their frequency ranges can be attributed to other parasitic elements, 

such as pattern layout, connectors etc., which are difficult to include. In order to characterize the 

output of each regime and compare them with experimental results, I plotted the phase portraits by 

time delay method to show the trajectories. Figure 2.21 shows the phase portraits of single period 
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(closed loop), double period  (twisted closed-loop), chaos (double scroll attractor), and triple 

period (doubly-twisted) that are similar to the phase portraits of corresponding regime of 

experimental results. This similarity provides a good agreement between simulated and 

experimental results, and also validates our conclusion. 
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Figure 2.16 Single period output (a) Time series waveform at 2.5 GHz (b) Power spectrum (c) Phase portrait (d) Return map. 

Figure 2.17 Double period output (a) Time series waveform 5 GHz (b) Power spectrum (c) Phase portrait (d) Return map. 
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Figure 2.18 Chaotic output (a) Time series waveform at 5.46 GHz (b) Power spectrum (c) Phase portrait (d) Return map. 

Figure 2.19 Triple period output (a) Time series waveform at 7.5 GHz (b) Power spectrum (c) Phase portrait (d) Return map 
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Figure 2.20 Simulated bifurcation diagram of the circuit including parasitic elements of the chip devices. 

Figure 2.21 Phase portraits of each regime at various input frequency (a) single period output at 2.4GHz, (b) double period 

output at 3.1GHz (c) chaotic output at 3.55GHz (d) triple period output at 4GHz. 
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2.3.8 Summary 

The resonant tunneling chaos generator circuit is demonstrated and characterized in depth at 

microwave frequency range. The circuit was fabricated on the PCB substrate employing the RTD 

chip and chip elements. This hybrid fabrication method proved to emulate the circuit as per circuit 

design without a long and complicated process while effectively reducing parasitic effects. 

Microwave chaos was controlled and visualized on the sampling oscilloscope using periodic reset 

technique in order to process data for detailed characterization. Longer period output up to 58 

periods of input signal was achieved, which is approximately 3-times larger than those in the 

previous reports. This permits us to characterize output signals, in particular, calculation of 

Lyapunov exponents. I also found that the conventional methods of plotting bifurcation diagram 

from time series data failed due to frequency-dependent phase difference error. The proper 

bifurcation diagram was plotted using a compensation scheme based on the oscillation period in 

the conventional bifurcation diagram. A cascade of periodic and chaos regimes was exhibited on 

the experimental bifurcation diagram by sweeping input frequency from 2.4 GHz to 9 GHz. Single-

period, double-period, chaos, and triple-period regimes were identified by plotting their time series 

waveforms, power spectrum, phase portraits, and return maps. The circuit’s deterministic chaos 

was further proven by estimating the positive Lyapunov exponent from the time series waveform. 

These results indicate that the periodical resetting scheme should be a good tool for characterizing 

chaos in high-frequency regimes.  
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2.4 Nonlinear phenomena in RTD oscillators with a transmission 

line 

2.4.1 Introduction 

Transmission lines (TL) are an important component in the efficient transmission of 

electromagnetic waves from one place to another. They are critical in many applications, including 

telecommunications, power distribution, and signal transmission within electronic circuits [184], 

[185]. In high-frequency circuits and systems, the propagation delay introduced by TL is an 

important factor. This delay refers to the time it takes for the signal to travel from the input to the 

output of the TL and is affected by factors such as the physical length of the line, the dielectric 

material employed, and the conductor’s geometry [186]. Chaos, caused by delayed feedback, 

shows up in a variety of physical systems like semiconductor lasers [187], microwave devices 

[188], and electronic circuits [189].  

This study discusses the behavior of resonant tunneling diode (RTD) oscillators when a TL stub is 

added. It is important to note that the RTD is a two-terminal device, which has an inherent 

disadvantage. This can result in frequency fluctuations caused by changes in load impedance and 

spurious oscillations at the bias node [135–137]. In addition, the oscillator behavior is sensitive to 

the circuit patterns and wiring lines. In this section, the complex behavior is demonstrated, 

including chaos, that can occur in the RTD oscillators when a TL stub is introduced. The TL stub 

can be considered a delayed feedback unit that introduces a strong nonlinearity into the circuit, 

leading to chaos [190–193]. This mechanism is different from that discussed in section 2.3 and in 

previous papers [169], [170]. The circuit discussed in the previous studies is a forced van der Pol 

oscillator and produces complex signals due to the conflict between the external signal frequency 
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and the internal resonance frequency. On the other hand, the present circuit produces complex 

signals due to the conflict between the oscillation period and the delay time of the reflected signal 

in the TL stub. In addition to the mechanism, there is an important difference that affects the 

analysis of the circuit, namely, the present circuit is a self-oscillating circuit and it has no fixed 

reference frequency to sample the waveform signal. This difference makes the analysis of this 

circuit more difficult.  

This type of simple and high-frequency chaos generator has the potential for various applications 

in the THz frequency range. On the other hand, understanding the effects of such a TL stub is also 

important for the design of THz circuits using RTDs. This is because even an extremely small stub 

can produce the nonlinear effects discussed in this paper. For example, a small anomaly in the 

circuit pattern, such as a stub-like protuberance, can produce such an effect. In addition, a short 

wiring line for an output or interconnect can produce similar effects due to reflection from an 

unavoidable impedance mismatch. In short, the importance of nonlinear phenomena increases at 

higher frequencies. 

2.4.2 Basic behavior of the RTD oscillators with transmission line 

stub 

The circuit being considered here is a free-running RTD oscillator with an open TL stub, as shown 

in Fig. 2.22. The oscillator circuit includes an RTD functioning as an NDR element, and a parallel 

connection of an inductor, L, and a capacitor, C, for the resonator. An open stub is connected to 

the resonator node. This simple stub produces complex behavior in the RTD oscillators via delayed 

feedback. 
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2.4.2.1 Circuit simulation 

First, the effect of the TL stub on the RTD oscillators was investigated by performing the circuit 

simulation. A lossless TL model with 50 Ω characteristic impedance is used as an open stub, and 

Figure 2.23 Simulation result of the bifurcation diagram of the RTD oscillator with an open-circuited stub. The 

inductance and capacitance used for the resonator were 4 nH and 0.3 pF, respectively. 

Figure 2.22 Basic circuit diagram of RTD-based oscillator along with an open TL stub 
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a Schulman’s I-V model [176] with similar characteristics to our RTD fabricated on an InP 

substrate. Characteristics of the RTD model are same as mentioned in section 2.2.2.  This circuit 

was designed to oscillate at a low GHz frequency to match the experiment described in the next 

section, although a similar result is expected at much higher frequencies. 

A DC bias voltage 𝑉bias was applied to bias the RTD in its NDR region, resulting in the initiation 

of oscillations. The stub length was normalized to the wavelength of the fundamental frequency 

of the circuit without the stub (3.34 GHz). This bifurcation diagram plots the local maxima of the 

oscillation waveform at the given stub length. This sampling scheme is different from the 

conventional one elaborated in section 2.2.7.1, where the sampling is done with the period of the 

input frequency. This scheme is adopted because it is difficult to define the exact period because 

this circuit is a free-running oscillator, and the oscillation frequency changes as the TL length 

changes. In addition, to remove the effects of high-frequency noisy spikes caused by the sharp 

transition of the RTD current, the output signal was obtained through a low-pass filter (LPF) with 

the cutoff frequency set to a value slightly higher than the maximum oscillation frequencies. 

Despite this change, the characteristics of this bifurcation diagram are the same as the conventional 

Figure 2.24 Chaotic output waveform and double scroll attractor. The normalized stub length is 0.681. 𝐿 and 𝐶 are the same as 

those for Fig. 2.23. 
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one, so that single oscillation gives one point, double period behavior gives two points, and so on. 

In particular, densely filled regions indicate complex signals, including chaos. This figure 

demonstrates that the RTD oscillator with an open TL stub shows various complex behaviors. 

Figure 2.24 (a) and (b) illustrate an example of the complex waveform and its phase portrait. The 

phase portrait displays a double scroll attractor, which is considered to be a signature of chaos 

[181]. 

It is worth noting that we have also confirmed by simulation that the short-circuited stub has the 

similar effects as the open stub. The difference is in the reflection phase, and roughly speaking, 

the short stub with twice the stub length has a similar effect as the open stub. We also note that the 

phenomena discussed in this paper can take place in the THz oscillators, since the same equivalent 

circuit well describes the operation of the oscillators in the THz frequency range [194].  

2.4.3 Experiments 

2.4.3.1 Experimental circuit design 

The under-consideration circuit is a self-oscillating circuit that produces complex output signals 

including chaos. As stated earlier in section 2.2.3, it is difficult to observe complex, non-periodic 

Figure 2.25 Circuit design for measuring the high frequency chaotic waveforms generated by the RTD based self-oscillators with 

open stub. 
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signals, such as chaos, using a sampling oscilloscope. So, the same experimental technique is 

adopted to visualize the output signals. This circuit produces chaos without introducing an external 

sinusoidal forcing signal. Consequently, the oscillation frequency is not synchronized, rendering 

the observation of output waveforms on the sampling oscilloscope more challenging. Furthermore, 

various parasitic effects also restrict the observation of the actual results. To overcome such 

impediments, an experimental circuit is designed as shown in Fig. 2.25. The operating principle 

of the circuit is again interpreted here. 

The DC signal in conjunction with the pulse signal is injected which enables the bias voltage to 

enter and exit the NDR region of the RTD. The RTD oscillator then switches between oscillating 

and non-oscillating states, producing a train of high-frequency pulses (THFP). As a result, the 

waveforms of THFP can be easily observed on a sampling oscilloscope. A shunt resistor Rb is 

added to the bias side of the RTD oscillator circuit in order to suppress the spurious oscillations 

generated by the RTD. A coupling capacitor followed by a low pass filter (LPF) is connected at 

Figure 2.26 Output waveforms (a) without using LPF (b) Using LPF 



Nonlinear phenomena in RTD oscillators 

47 

 

the output node which facilitates the transfer of output signals to the measuring devices. The RTDs 

possess very strong non-linear I-V characteristics that generate very high-frequency components 

in the output signals. Due to these high-frequency components, output waveforms contain sharp 

spikes that impede the observation of fundamental signals. To eliminate such spikes, high-

frequency components should be eliminated. For this reason, an LPF is used at the output port. 

The output waveform with and without LPF is shown in Fig. 2.26.  

2.4.3.2 Oscillator fabrication 

To confirm the results of the above simulation, we fabricated and tested the RTD oscillator with 

an open TL stub as shown in Fig. 2.27. For ease of measurements, the resonant frequency was 

designed in the low microwave frequency range. The circuit was fabricated using a hybrid 

integration approach on a 0.8 mm double-sided glass-epoxy FR-4 printed circuit board (PCB) by 

integrating commercially available 1.0 mm×0.5 mm chip elements and the in-house fabricated 

Figure 2.27 Prototype circuit to observe the effects of an open stub on the RTD oscillators. The inductance and capacitance used 

for the resonator were 4 nH and 0.3 pF, respectively. The output port was coupled to the oscillator node via a gap capacitor of 

approximately 41 fF, as shown in the left figure. 
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RTD chip. The connection of the RTD to the circuit was facilitated by the bonding wires. Multiple 

bonding wires were used to reduce their impedance. The oscillation waveforms were observed 

through the output port, which was coupled to the resonator node via a small capacitor. To avoid 

spurious oscillations, the bias stabilization resistor of 5 Ω was inserted between the bias node and 

the ground. The maximum length of the open stub is equal to approximately 1.3 times the 

wavelength of the fundamental oscillation without the stub. 

2.4.3.3 Experimental setup  

It is difficult to observe complex, non-periodic signals, such as chaos, using a sampling 

oscilloscope. Employing the proposed experimental technique for observing high frequency, the 

experimental setup is illustrated in Fig. 2.28. The circuit is powered by DC bias voltages in 

conjunction with the train of pulses generated by the pulse pattern generator (ANRITSU 

Figure 2.28 Experimental configuration for directly observing high frequency non-periodic output signal waveforms. 
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MP1761C) through Bias T. These pulses periodically reset the oscillator and allow the waveform 

to be observed with a sampling oscilloscope. The output signal was filtered by LPF. This is 

indispensable because the output signal contains many high-frequency components due to the 

strong nonlinearity of the RTD. These high-frequency components disturb observation of the 

essential behavior of the oscillator. The coupling of the output port is very weak to eliminate the 

effect of the measuring system on the circuit behavior. So, I use a microwave system amplifier 

(Agilent, 83017A) after LPF to amplify the output. A power splitter is inserted to simultaneously 

investigate the output waveforms on the sampling oscilloscope (Hewlett Packard 54750A) and 

frequency spectrum of signals on the spectrum analyzer (Agilent, 8565EC). The trigger pulse is 

facilitated by the pulse pattern generator to the sampling oscilloscope. For synchronizing the 

sampling process with output signals, a trigger pulse is necessary for reconstructing and displaying 

the waveforms accurately on the sampling oscilloscope. So, the trigger pulse is facilitated by a 

pulse pattern generator to the sampling oscilloscope. All instruments were connected to a computer 

for digital data acquisition. 
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2.4.3.4 Results and discussion 

The fabricated circuit without the stub oscillated at about 1.41 GHz under DC bias of 1040 mV. 

To visualize the output waveforms, we injected an 80 MHz pulse accompanied by a DC bias 

voltages of 880 mV. To find the effects of the open stub on the RTD oscillators, the length of the 

open stub was changed 48 times by sequentially cutting 3 mm/5 mm length from the open end side 

employing a metal guide cutter. Detailed analysis of the output waveforms was then performed 

after each cut. By accumulating all the output waveforms acquired from the sampling oscilloscope, 

the bifurcation diagram was plotted by finding local maxima as shown in Fig. 2.29. A region of 

multiple dots indicates complex output, while distinct dots indicate periodic output, which can be 

single period, double period, and so on.  

Figure 2.29 Experimental bifurcation diagram plotted by varying the open stub length. The stub length is normalized to the 

wavelength of the oscillation without the stub. 
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The experimental bifurcation diagram in Fig. 2.29 looks somewhat different from the simulated 

one in Fig. 2.23, however, they have important similarities. First, both bifurcation diagrams consist 

of complex behaviors unique to nonlinear systems. Next, for normalized stub lengths less than 

about 0.5, the output is rather simple, consisting of small-period behaviors. Then, for normalized 

stub lengths greater than 0.5, more complex and non-periodic behaviors appear. In addition, the 

dense region, which implies chaos or quasiperiodic behavior, seems to appear intermittently as the 

stub length increases. It should be emphasized that the experimental circuit is affected by many 

parasitic elements. Such elements should cause large differences in the bifurcation diagram. 

Figure 2.30 Examples of experimentally obtained waveforms with their spectrum for various TL lengths. The stub length and its 

normalized values are (a), (b) 9 mm, 0.0769, (c), (d) 30 mm, 0.256, and (e), (f) 86 mm, 0.735, respectively. 
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Figure 2.30 shows examples of the experimentally obtained waveforms with their spectrum. 

Various types of waveforms were observed in this circuit depending on the stub length. The double 

period behavior is shown in Fig. 2.30 (a), while the non-periodic signals are shown in Fig. 2.30 (c) 

and (e). It should be noted here that the small TL length of 9 mm, which is about 1/13 of the 

wavelength of the fundamental oscillation frequency, can cause signal modulation.. 

To further identify the nature of the output waveforms, we reconstructed the phase portrait using 

the time delay method [179] by taking 𝑉 (𝑡) on the 𝑥-axis and 𝑉 (𝑡 + 𝜏) on the 𝑦-axis. Temporal 

data were interpolated to smooth the data for clear display of the waveforms and phase portraits. 

Figure 2.31 shows phase portraits obtained from the waveforms shown in Fig. 2.30 (c) and (e). 

Both signals are non-periodic and look random. However, the phase portraits are quite different 

for each other. The phase portrait for a stub length of 30 mm shows a quasi-periodic attractor, and 

that for 86 mm shows a very clear double scroll attractor which is considered to be the signature 

of deterministic chaos [181]. The Lyapunov exponents (𝜆max) were also estimated using the Wolf 

method [183] for 86 mm, and the largest value obtained was 0.0142. The positive value of 𝜆max is 

the confirmation of chaos. 

Figure 2.31 Phase portraits of the experimentally obtained waveforms. (a) stub length=30mm, (b) stub length=86mm. 
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Finally, we will briefly discuss the origin of the complex behaviors shown here. As described 

earlier, these phenomena can probably be explained by the ratio of the delay time to the period of 

the oscillation frequency, and their locking and unlocking. The intermittent appearance of the non-

periodic region in Fig. 2.23 and 2.29 should be a result of this mechanism. However, it is more 

complicated because the oscillation frequency itself changes depending on the TL length. The 

detailed discussion is beyond the scope of this paper, and further studies are needed. 

2.4.4 Summary 

The behavior of RTD oscillators with an open TL stub was investigated as a function of the stub 

length. First, a circuit simulation was performed to clarify the basic phenomena caused by the stub. 

It was found that the open stub induces strong nonlinearities in the RTD oscillators, leading to the 

evolution of complex behavior, including chaos. 

To confirm the simulation results, we fabricated and tested RTD oscillators with an open TL stub. 

The circuit was fabricated using a hybrid integration technique. The experimental results showed 

chaotic and periodic output waveforms by varying the open stub length. Consequently, this circuit 

has potential as a simple chaos generator in the THz frequency range. Moreover, understanding 

the effects of such a TL stub is also important for the design of THz circuits using RTDs, since 

even a small metal pattern or interconnection wires can cause such a feedback effect in the THz 

frequency range. 
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2.5 Eliminating nonlinearities in RTD oscillators caused by TL 

The nonlinearities caused by the TL pose a barrier to using RTD oscillators in sensor applications. 

These nonlinearities can significantly affect the sensor’s performance. To apply RTD oscillators to 

sensors effectively, it is crucial to eliminate these nonlinear effects. So, from simulation and 

experimental results, It has been found that the LC ratio of the resonator, characteristic impedance 

𝑍 =  √
𝐿

𝐶
 , play a crucial role in generating/eliminating the nonlinearities upon changing the open 

stub length. Choosing a low characteristic impedance of the resonator circuit can significantly 

reduce the nonlinearities caused by TL. 

2.5.1 Simulation results 

 I simulate the basic circuit shown in section 2.4.2 by keeping the operating conditions the same 

other than the LC value of the resonator. I chose a relatively low LC resonator characteristic 

impedance of 11.83 Ω, using a 1.4 nH inductor and a 10 pF capacitor. In addition, to remove the 

effects of high-frequency noisy spikes caused by the sharp transition of the RTD current, the output 

signal was obtained through a low-pass filter (LPF) with the cutoff frequency set to a value slightly 

Figure 2.32 Simulation result of the bifurcation diagram of the RTD oscillator with an open-circuited stub. The inductance and 

capacitance used for the resonator were 1.4 nH and 10 pF, respectively. The characteristic impedance is 11.83 Ω which is 

comparatively low. 
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higher than the maximum oscillation frequencies. Figure 2.32 depicts the bifurcation diagram 

plotted by sweeping the stub length in terms of time delay. Here, the stub length is normalized with 

the wavelength (λ) and the λ is 758 ps which is equivalent to the time period of the fundamental 

frequency which is 1.32 GHz. There is a dominancy of solid distinct lines in the bifurcation 

diagram indicating periodic output. So, it depicts that keeping the characteristic impedance of the 

LC resonator circuit low significantly reduces the nonlinearities due to the TL stub and such 

circuits are not that sensitive to the length of the open TL stub. Conversely, circuits with high 

characteristic impedance of resonators tend to exhibit rather complex behavior which can be seen 

in section 2.4 where the characteristic impedance of resonator was 115.47 Ω.  

2.5.2 Experimental results 

Simulation results were further verified by fabricating a prototype circuit along with circuit 

parameters shown in Fig. 2.33. The circuit fabrication method is the same as I used previously in 

section 2.4.  

A thorough investigation of a circuit characterized by the low characteristic impedance of the LC 

resonator was performed. It functions as a harmonic oscillator and exhibits stable oscillations at 

0.833 GHz while maintaining the same operating conditions and experimental setup as the 

preceding circuit. The stub length of 180 mm was chosen with the assumption that the circuit 

would oscillate at a frequency of 1 GHz. At this frequency, a 180 mm length is estimated to be 
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equivalent to one wavelength. However, due to parasitic effects, the circuit actually oscillates at 

0.833 GHz. Therefore, the wavelength (λ) for normalization was estimated to be 200 mm.  

The open stub with a length of 180 mm cuts 38 times by randomly reducing length aiming to 

govern the behavior with comparatively minor modifications. Then accumulating all the output 

waveforms, the bifurcation diagram is plotted which depicts almost periodic output with no 

complexity as shown in Fig. 2.34. It can be seen that the nonlinearities induced by open stubs are 

also affected by the characteristic impedance of the LC resonator. So, it is concluded that the 

nonlinearities due to TL can be significantly eliminated by choosing the low resonator 

characteristic impedance. However, variation of output power and change in fundamental 

Figure 2.33 Prototype circuit fabricated on the PCB substrate along with circuit parameters by choosing relative low resonator 

characteristic impedance, 11.83 Ω. 
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frequency was observed both in simulation and experiments. Variation of output power can be 

attributed to the reflection of signal with constructive and destructive interference.    

Figure 2.34 Experimental bifurcation diagram plotted by varying the open stub length. The stub length is normalized to the 

wavelength of the oscillation without the stub. 
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Chapter 3 Frequency Delta Sigma Modulation Sensors based 

on high-frequency oscillators 

3.1 Introduction 

Currently, many modern systems operate using digital signals. So, analog-to-digital (AD) 

conversion is vital for sensors to ensure compatibility with digital systems, improve accuracy, 

enable signal processing, facilitate communication with digital interfaces, and enhance the 

versatility of sensor data. For high-performance sensors, superior analog-to-digital converters 

(ADCs) are necessary. Among a variety of ADCs, a delta-sigma modulation analog-to-digital 

converter (DSADC) is prioritized for high-resolution applications. DSADC has the advantage that 

high-speed operation is directly linked to high-precision AD conversion and facilitates high 

dynamic range owing to oversampling and noise shaping. It does not require high-accuracy analog 

circuitry [195–198]. A conventional DSADC has an integrator, a 1-bit quantizer, and a feedback 

digital-to-analog converter. The integrator and feedback digital-to-analog converter (DAC), in 

particular, limit the sampling rate and hence bandwidth. A frequency delta-sigma modulator 

(FDSM) [26], [27] is an interesting substitute for the conventional delta-sigma modulator (DSM). 

The FDSM is based on a voltage-controlled oscillator (VCO), which converts the input analog 

signal into the frequency-modulated (FM) intermediate signal. The FM signal can be easily 

converted to the pulse density modulated (PDM) digital signal with a simple digital circuit 

consisting of a register and an XOR. The FDSM is suitable for high-frequency operation because 

it has no feedback loop and no DAC, which restricts the operation frequency. As a result, it is 

possible to execute AD conversion with an even broader bandwidth, larger dynamic range, higher 

SNR, and higher resolution [198–202]. Moreover, if the VCO is replaced by a variable frequency 
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oscillator whose oscillation frequency is dependent on the external physical quantity to be sensed, 

high-performance sensors become possible. As stated in the following sections, the performance 

of the FDSM is significantly reliant on the oscillation frequency of the VCO, employing the RTD 

oscillators for this technique is quite promising. 

This chapter includes a brief description of the operating principle of AD converters, the 

characteristics of DSADC, and the significance of the FDSM technique for high-frequency and 

high-performance sensors. Furthermore, FDSM based stylus surface profiler is provided to 

highlight the high-frequency operation and wide dynamic range of this promising AD technique. 

3.2 AD convertors 

3.2.1 Principle of AD converters 

An analog signal is a signal in which a certain physical quantity is replaced with another continuous 

quantity (for example, an electrical signal in an electrical circuit), whereas a digital signal is a 

signal in which a certain physical quantity is replaced with a discrete value [203]. An ADC converts 

Figure 3.1 AD conversion flow of a digital signal 
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this analog signal into a digital signal [204]. AD conversion is performed through two steps: 

sampling, which discretizes the signal in the time domain, and quantization, which discretizes in 

the amplitude domain [205]. Figure 3.1 shows the flow of AD conversion in the time domain [195]. 

3.2.2 Sampling and aliasing 

In AD conversion, first, a continuous analog signal is divided into fixed periods T, thereby 

discretizing it in the time domain. This is called sampling. Here, the reciprocal of the period 1/T is 

called the sampling frequency and is generally expressed as fs. If a continuous-time signal whose 

frequency is limited to less than f0 and sampled with fs > 2f0, the original signal can be completely 

reproduced from the resulting sampling sequence (The Nyquist-Shannon Sampling Theorem). The 

lower limit of this sampling frequency, 2f0, is called the Nyquist frequency fN [206]. 

When sampling is performed at the sampling frequency fs, a signal whose frequency is folded back 

at fs/2 appears on the frequency axis. When sampling at fs<2f0 (down sampling), the original signal 

component and the folded signal component overlap, causing interference in the output signal. It 

Figure 3.2 Aliasing: spectrum in case of sampled signal at fs<2f0 



Frequency Delta Sigma Modulation Sensors based on high-frequency oscillators 

61 

 

is impossible to recover the original signal from this sampled value. This is called folded distortion 

(aliasing) [207] and is illustrated in Fig. 3.2. 

If there is high-frequency noise in the signal to be sampled, even if sampling is performed with fs 

> 2f0, aliasing will occur because frequency components (noise) above f0 overlap when folded 

back. To prevent this aliasing, a low-pass filter must be used to remove frequency components 

above f0 (= fs/2). This filter is called an anti-aliasing filter [207–209]. And since this filter is 

required before the signal is sampled, it is always an analog filter. However, high-order analog 

filters cause phase distortion called group delay. Therefore, oversampling techniques are used. 

Oversampling means sampling at a frequency that is sufficiently higher than the Nyquist frequency 

2f0 [206], and as a result, the aliased signal is largely separated, allowing a margin in the frequency 

band of the analog filter [207], [208]. Furthermore, by using oversampling, high resolution can be 

obtained. Details regarding this will be discussed in section 3.2.4. 

3.2.3 Quantization 

In AD conversion, after sampling, the amplitude value is discretized by quantization and a digital 

value is output [208]. Digital values are generally discrete values that are equally spaced, and the 

smallest unit is called resolution. Quantization creates an error between continuous analog 

amplitude values and discrete digital amplitude values. This is an intrinsic noise in AD conversion 

and is called quantization noise [209], [210]. For inputs that go back and forth between many 

quantization steps, the quantization noise becomes a white noise that is uncorrelated with the input. 

Furthermore, even if the quantization noise has a correlation with the input, it can be uncorrelated 

by adding an appropriate dither. A simple dithering method is to add a small amount of random 

noise in parallel to the input [211]. 
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Quantization is performed by dividing the full analog input range FSR (Full Scale Range) into 2n 

equal parts and comparing them with equally spaced digital values, as shown in Fig. 3.3. AD 

conversion that quantizes in 2n equal parts is called AD conversion with n-bit resolution. In ideal 

AD conversion, the only error is quantization noise. Additionally, the ratio of signal to noise ratio 

(SNR) is an indicator of the performance of an AD converter [208], [209], [211], [212]. The SNR 

is 0 dB when the amount of desired signal is equal to the amount of noise. A typical low SNR ADC 

will have an SNR greater than 0 dB. 

Figure 3.3 Illustration of quantization 



Frequency Delta Sigma Modulation Sensors based on high-frequency oscillators 

63 

 

3.2.4 Oversampling 

In ideal AD conversion, errors and quantization noise are uniformly distributed up to half the 

sampling frequency fs/2 [213]. If oversampling is performed by setting the sampling frequency to 

M times the Nyquist frequency 2f0, the quantization noise power spectral density will be widely 

dispersed as shown in Fig. 3.4. Therefore, if the band above f0 is removed by a filter, the total 

amount of quantization noise can be reduced. In other words, the SNR is improved. The M in this 

case is called the oversampling ratio (OSR) [195], [214]. 

Oversampling AD converters require a digital filter at the subsequent stage. The digital filter 

consists of a low-pass filter and a decimation filter. A low-pass filter removes quantization noise 

outside the signal band. Next, a decimation filter decimates the data whose sampling frequency 

fs=MfN due to oversampling to 1/M and down-converts it to the original Nyquist frequency fN 

[215–217]. 

Figure 3.4 Oversampling and quantization noise 
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3.3 Delta Sigma Analog-to-digital convertors (DSADC) 

3.3.1 Principle of DSADC 

The DSADC utilizes two techniques for analog to digital conversion, oversampling, and noise 

shaping, to achieve a high SNR [216]. A DSADC consists of a delta-sigma modulator (DSM) and 

a digital filter, as shown in Fig. 3.5. The DSM modulates the input analog signal into a pulse 

density at a sampling frequency fs (oversampling) that is sufficiently higher than the Nyquist 

frequency fN. At this time, the quantization noise in the low-frequency region is shifted to the high-

frequency region (noise shaping). The pulse density sequence obtained by DSM is down-converted 

to the original Nyquist frequency fN by a digital filter. This cuts the quantization noise shifted to 

the high-frequency region and obtains a high SNR. 

Therefore, in a DSADC, the resolution is determined by the sampling frequency and does not 

require high-precision analog elements. Note that in this configuration, the filter is a normal digital 

circuit, and the most important part that influences the characteristics is the DSM which is 

responsible for converting analog signals to digital signals [195], [197], [216]. 

Figure 3.5 Basic configuration of DSADC 
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3.3.2 The basic configuration of DSADC 

The DSM, which is the main part of the DSADC1, consists of an integrator, a 1-bit quantizer, and 

a 1-bit DAC, as shown in Fig. 3.6 [218]. Here, I concentrate on the first-order DSM. 

The input signal is integrated by an integrator, and a pulse is output when the value exceeds a 

certain threshold. A 1-bit quantizer determines whether the threshold has been exceeded. At the 

same time, it is fed back through the DAC to prevent the integrator from saturating. This negative 

feedback is the basic configuration of the DSM, and it performs pulse density conversion of the 

signal. When the input voltage is large, the integrated output reaches the threshold quickly, so the 

 
1 This is a 1st order DSM, although higher-order DSMs are often used. 

Figure 3.6 Block diagram of the DSM 

Figure 3.7 Pulse density conversion by DSM 
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pulse density becomes dense, and conversely, when the input voltage is small, it becomes sparse 

as illustrated in Fig. 3.7. 

3.4 FDSM and its operating principle 

Frequency modulation (FM) is a method of transmitting information by changing the frequency of 

a carrier wave. In FM, the frequency of the carrier wave is varied up or down depending on the 

amplitude of the input signal representing information; when the input signal is large, the 

frequency is high, and when the input signal is small, the frequency is low as shown in Fig. 3.8. 

This FM signal wave is obtained by adding an input signal to the control voltage of an oscillator 

whose oscillation frequency can be controlled by a voltage, that is, a voltage-controlled oscillator 

(VCO: Voltage Controlled Oscillator). If we look at the relationship between the input voltage and 

the number of edges of the FM signal wave (points where the rise and fall of the wave are steep), 

we can see that when the input voltage is high, the number of edges is high, and when it is low, the 

number of edges is low. Therefore, it can be seen that by simply applying FM modulation to the 

input signal and detecting the zero-crossing point of the FM wave, pulse density conversion of the 

Figure 3.8 Frquency modulation 
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input signal can be performed in the same way as DSM. This is called FDSM which is a promising 

AD conversion technique [27], [219], [220]. 

An FDSM can be composed of a VCO, a 1-bit quantizer, and XOR (exclusive OR) as shown in 

Fig. 3.9. The FDSM modulator skillfully utilizes the characteristics of the FM signal which is the 

output signal of the VCO. The phase of the FM signal can be expressed with the following 

equation: 

𝜽(𝒕) =  ∫ 𝟐𝝅(𝒇𝒄 + 𝒌𝒙(𝝉))
𝒕

𝝉=𝟎
𝒅𝝉  (3.1) 

Here, 𝑥(𝜏), 𝑓𝑐, and 𝑘 represent the input signal, oscillation center frequency (FM signal carrier 

frequency), and frequency modulation degree, respectively. In this way, the phase of the FM signal 

can be considered to be the integral of the input signal, and the integrator in the conventional DSM 

becomes unnecessary. Furthermore, the fact that it returns to 0 when the phase reaches 2π can be 

considered as virtual feedback. Therefore, by outputting a pulse every time the phase rotates once, 

it is possible to configure a DSM without a feedback DAC that limits the speed. 

The pulse output is obtained by quantizing the FM signal using a 1-bit quantizer and extracting the 

part that changes from 0 to 1. The circuit in Fig. 3.9 uses a register and XOR to extract not only 0 

→ 1 but also 1 → 0 changes, which means that a pulse is output every time the phase goes around 

Figure 3.9 Circuit configuration of FDSM 
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π, effectively doubling the sampling frequency as shown in Fig. 3.10. Therefore, the signal to 

quantization noise ratio (SQNR) is given by the following equation [221]. 

𝑺𝑵𝑸𝑹 = 𝟐𝟎 𝐥𝐨𝐠 (√𝟐
∆𝒇

𝒇𝒔
) − 𝟏𝟎 𝐥𝐨𝐠 (

𝝅𝟐

𝟑𝟔
(

𝟐𝒇𝒎𝒂𝒙

𝒇𝒔
)

𝟑
)  (3.2) 

Δf is the maximum frequency deviation given by the maximum input signal range, and fmax is the 

maximum frequency of the input signal. 

Thus, this method is suitable for high-speed operation because there is no feedback loop. 

Furthermore, the feedback is mathematically built-in and does not introduce errors at this stage, 

making it easy to achieve high accuracy allowing high-frequency operation. 

3.5 FDSM based stylus surface profiler 

3.5.1 Introduction 

The FDSM can be applied to sensors when the VCO is replaced by an oscillator whose oscillation 

frequency depends on an external physical parameter to sense. Previously, we proposed some 

sensors based on the FDSM concept [133], [218], [222–224]. Among these sensors, the 

Figure 3.10 FM signal zero cross detection 
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microphone sensor based on a microwave oscillator using a cavity resonator demonstrated a very 

low noise power of -143 dBFS (decibel fullscale) for 96 kHz band width [218], [223]. This sensor 

uses a cylindrical cavity resonator for the oscillator, where one end of the resonator is replaced by 

a thin metal diaphragm that moves in response to sound pressure. In other words, this sensor can 

be regarded as a displacement sensor of the diaphragm, having a very high dynamic range. Here, 

we discuss the possibilities of such displacement sensors, and also demonstrate the application of 

this sensor to a stylus surface profiler. This sensor is very simple, and outputs digital signal directly. 

Moreover, it is robust against external noises, and eliminates noises added during signal 

amplification owing to the superior AD conversion technique.  

The performance of FDSM sensors is strongly dependent on the frequency modulation width as 

shown in equation 3.2. This indicates that a higher oscillation frequency is preferable because the 

modulation ratio remains constant in most cases. The high performance of the stylus surface 

profiler is discussed in subsequent sections which uses 10 GHz oscillation frequency. However, 

the performance should be greatly improved by using RTD-based THz oscillators. 

3.5.2 The FDSM microphone as a displacement sensor 

Figure 3.11 illustrates the FDSM microphone demonstrated in the previous paper [218]. The 

variable frequency oscillator consists of a cylindrical cavity resonator and a gain block. The one 

end of the cavity resonator is replaced by a thin metal diaphragm, which moves in response to the 

sound pressure. The other end is covered by the double-sided FR-4 print circuit board (PCB), 

where the slots are opened on the copper GND plane to couple the microstrip lines to the cavity 

resonator. The size of the resonator was 25 mm diameter and 20 mm length. The resonant mode 

used was TE111, whose resonant frequency is approximately 10 GHz. The resonant frequency of 

this mode depends on the cavity length, and hence, the diaphragm position. This implementation 
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is promising because the Q-factor of the resonator is much larger than the LC oscillator using a 

condenser microphone and an inductor [222]. This large Q-factor results in low phase noise 

oscillation, which is essential to obtain wide dynamic range [225]. 

This microphone can be regarded as a displacement sensor for the diaphragm. Here, we will 

discuss the advantages of the application of the FDSM microphone to displacement sensors, 

especially to a surface profiler and an atomic force microscopy (AFM). 

First, we will discuss the relation of the diaphragm motion to the frequency shift of the cavity 

resonator oscillator. For the sake of concreteness, the size of the resonator is assumed to be the 

same as written above in the following explanation. Figure 3.12 shows the resonant frequency shift 

as a function of the diaphragm displacement calculated by electromagnetic (EM) simulation. The 

diaphragm is assumed to be paraboloidal under sound pressure [226]. The figure shows that the 

Figure 3.11 Structure of the FDSM microphone sensor employing variable frequency oscillator [218] 
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resonant frequency shift is approximately proportional to the displacement, and the linearity is 

good for within ±1 mm displacement. 

A significant implication in this figure is that this sensor can measure the displacement with a very 

wide dynamic range. An extremely low total noise power of -143 dBFS was demonstrated with a 

sampling rate of approximately 12.6 GHz [218]. This indicates that this sensor can measure the 

frequency shift as small as 22 Hz. The corresponding minimum observable displacement is 

approximately 0.1 nm. If we assume the maximum observable displacement to be 1 mm to assure 

linearity, the corresponding frequency shift, 190 MHz, is still much less than maximum observable 

frequency shift of 3.15 GHz, which is a quarter of the sampling rate. In conclusion, ultra-wide 

dynamic range of 0.1 nm to more than 1 mm can be obtained with this displacement sensor. 

Figure 3.12 Resonant frequency of the cylindrical cavity resonator calculated by EM simulation as a function of the 

diaphragm displacement. The diaphragm is assumed to be paraboloidal, and the displacement is measured at the center of 

the diaphragm. 
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3.5.3 Application of the FDSM microphone sensor to a Stylus 

Surface profiler and an AFM 

Here, we propose and discuss application of the FDSM microphone sensor to a stylus surface 

profiler, and even to an atomic force microscope (AFM). Figure 3.13 shows the schematic of the 

FDSM stylus surface profiler. A stylus probe is set on the center of the diaphragm, and it is 

contacted to the sample, which moves with a piezoelectric stage. The most important advantage of 

this stylus profiler is its wide dynamic range as discussed in the previous section. It can measure 

the surface profile in the range from 0.1 nm to more than 1 mm without changing the amplifier 

gain. This permits us to observe 0.1 nm class structure on a surface having 1-mm class large 

roughness. This technique can also be applied to AFMs when the stylus probe is replaced by an 

AFM tip with sophisticated diaphragm and tip design having superior mechanical properties. 

Important features of this type of stylus surface profilers/AFMs are follows. 

Figure 3.13 A basic structure of the FDSM stylus surface profiler. 
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First, it has a wide dynamic range with a wide bandwidth. This permits us high speed scanning as 

well as ultra small structure measurement on a rough surface. Second, oscillating-mode, and 

tapping-mode measurements are also possible when applying sound waves to the diaphragm. A 

most important advantage of this is that the whole oscillating waveform can be precisely measured, 

which should include details of the atomic force. This is in contrast to the conventional AFMs, 

which measure the oscillating frequency shift of the cantilever. It should be noted that the 

oscillating frequency can be freely changed by changing the applying sound frequency, which is 

advantageous for measuring mechanical properties, such as elasticity, viscosity, and friction. This 

is difficult for the conventional AFMs that use the resonant frequency of the cantilever. 

3.5.4 Prototype Device of the FDSM Stylus Surface Profiler 

We have fabricated a simple prototype device of the stylus surface profiler to demonstrate the basic 

function. Figure 3.14 shows the photograph of the fabricated device. It consists of microstages, a 

piezoelectric stage, and a cavity resonator oscillator in a stainless frame. 

Figure 3.15 shows the photographs of the fabricated cavity resonator oscillator. It was fabricated 

from oxygen-free, high conductivity copper to achieve a high Q-factor, which is essential for noise 

floor reduction. The copper block size was 45 × 45 × 20 mm3, and the cavity diameter and length 

were 25 mm and 20 mm, respectively. The cavity surface was polished and cleaned with a chemical 

cleaner to achieve a high Q-factor. The oscillator circuit on the FR-4 board is shown in Fig. 3.15 

(b), where the transmission-type oscillator topology was used to improve the phase-noise property. 
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We used a GaAs pHEMT MMIC medium power amplifier, HMC441LP3E (Analog Devices), as 

the gain block of the oscillator. 

For ease of fabrication, we used a microprobe pin for the stylus probe tip. The pin was cut to a 

length of about 2 mm and glued to a support stand that was placed on the thin plastic plate with a 

diameter of 1 cm. This plastic plate was bonded to the center of the diaphragm as shown in Fig. 

3.15 (c). The diaphragm was made of commercially available 12-µm thick Al foil, the outside of 

which was covered with adhesive tape to suppress oscillation due to noise. The tip apex was about 

10 µm in diameter. 

In this experiment, no tension was intentionally applied to the diaphragm. Therefore, the force 

exerted by the tip on the sample can be approximately estimated from the mass of the tip support 

stand. The support stand was made of copper plate with a thickness of 0.1 mm. It is therefore 

Figure 3.14 Fabricated FDSM stylus surface profiler. 
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estimated to be about 0.3 mN. This is comparable to the conventional stylus profiler. No scratch 

was seen on the sample surface after the measurement. 

The cavity resonator was attached on the xy-microstage for rough positioning of the measuring 

point, and it was set to the ceiling board downward. The piezoelectric stage was set on top of the 

z-microstage to adjust the sample height. The piezoelectric stage used was THK PRECISION, 

PS2L90-400U-S, which can control the sample’s xy-position in the range of ±200 µm with a 20 

nm resolution.  

Figure 3.15 Photographs of the fabricated cavity resonator oscillator. (a) Inside of the cavity resonator. The slots were shown on 

the bottom. (b) PCB-side of the resonator oscillator. (c) Diaphragm with a tip and support stand. (d) Apex of the tip. The apex size 

was approximately 10 µm. 
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3.5.5 Experimental Results 

We tested the basic operation of the prototype device with a GaAs sample having various depth 

trenches. The sample has 60-µm width trenches separated by 40-µm spaces in a line-and-space 

pattern. The trenches were fabricated by photolithography and wet chemical etching using sulfuric 

acid-based etchant. The nominal depth of the trenches are 10 nm, 100 nm, 1 µm, and 10 µm, 

respectively. Due to the side-etching effect, the 10-µm depth trench has much wider width than 

that of the mask pattern. The sample was set on the PCB-based sample holder using electron wax. 

The sampling and digital process was done using a circuit programmed on a field programmable 

gate array (FPGA) board described in the reference [218]. 

Figure 3.16 shows an example of the surface profile of the sample measured by the prototype 

device. The depth was measured at each 4-µm step controlled by the external bias voltage applied 

to the piezoelectric stage. This step was smaller than the tip apex and the total number of 

measurement points was 100. Figure 3.16 was obtained from a single scan. A linear leveling 

procedure to compensate the sample tilting was carried out for specified two points after the scan. 

The displacement-to-frequency conversion factor was calibrated with values measured using a 

commercial surface profiler, and determined to be 150 kHz/µm. This factor reasonably agreed with 

the value determined from Fig. 3.12, 180 kHz/µm. The difference should be resulted from the 

difference in the diaphragm form due to the thin plastic plate. In Fig. 3.16 (a), a 1 µm depth trench 

is clearly seen with a large 10 µm depth trench. Moreover, a 100 nm depth trench is also visible at 

the left of the 10 µm trench. Fig. 3.16 (b) shows the magnified view of Fig. 3.16 (a), where the x-

axis is the same as that of Fig. 6 (a). Here, the 10 nm trench is also seen at the right of the 10 µm 
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trench. It should be noted that this large dynamic range profile can be obtained in a single scan 

with no gain change. 

Finally, we obtained a surface morphology map by scanning the sample with x and y axis. An 

example of the results is shown in Fig. 3.17. Figure 3.17 (a) shows the original map measured. 

Here, only 10-µm and 1-µm trenches are visible. Figure 3.17 (b) is a magnified view of Fig. 3.17 

(a), where the z-axis was enlarged to observe shallower structures. In this figure, the linear leveling 

Figure 3.16 An example of the measured surface profile of the GaAs line-and-space sample. The lower Fig. 3.16 (b) is a 

magnified view of the upper Fig. 3.16 (a). The areas designated with an arrow are trenches with a nominal depth shown near the 

arrow. 
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procedure was carried out based on a plane designated by 3 points. The 100 nm trench is clearly 

seen at the left side of the 10 µm trench. Moreover, the 10 nm trench is also seen at the right side 

of the 10 µm trench. The width of the 10 µm trench is wider in Fig. 3.17 (b), this is probably 

Figure 3.17 An example of the 2-dimensional surface height map of the line-and- space sample. Figure 3.17 (a) shows an overall 

view, while Fig. 3.17 (b) shows the magnified view. The areas designated with an arrow are trenches with a nominal depth shown 

near the arrow. 
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resulted from the effect of the tip apex radius. In summary, this scanned data contains information 

of the morphology in the range from less than 10 nm to 10 µm, which can be obtained with no 

gain control. 

Table 3.1 summarizes the results in comparison to conventional stylus surface profilers. It should 

be noted that the device fabricated in this experiment is a simple, prototype device to demonstrate 

basic operation. Nevertheless, the performance of the device is already comparable to conventional 

ones. Much higher performance is expected with more sophisticated diaphragm and circuit design. 

3.5.6 Conclusion 

A novel type of displacement sensor was proposed based on the FDSM. A cylindrical cavity 

resonator with a diaphragm at one end of the cavity was used for the variable frequency oscillator, 

which is a core of the FDSM. This can be applied to a stylus surface profiler and an AFM, when a 

probe tip is set at the diaphragm. To demonstrate basic operation, we fabricated a stylus surface 

profiler. A good surface profile was successfully obtained with this device. A 10 nm depth trench 

was measured together with a 10 µm trench in a single scan without gain control. This result clearly 

demonstrates the extremely wide dynamic range of the FDSM displacement sensor. Additionally, 

Table 3.1 Comparison to the conventinoal stylus profilers 
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it depicted that the performance of FDSM sensors strongly depends on the frequency modulation 

width. It implies that the higher oscillation frequency is preferable since the modulation ratio 

remains constant in most cases. So, the high-performance unprecedented sensors can be realized 

by using RTD based THz oscillators by simply replacing VCO in FDSM.  

 



Application of RTD oscillators to FDSM 

81 

 

Chapter 4 Application of RTD oscillators to FDSM 

4.1 Introduction 

As discussed in Chapter 1, most of the research on RTD oscillators is primarily focused on radio 

communication applications [227–230]. Since the THz band has a distinctive absorption spectrum 

and non-invasive effects, sensor applications in the fields of medicine, chemistry, biology, physics, 

and material science are also promising [51], [231–233]. Sensors that use RTD oscillators to detect 

frequency changes due to external parameters have already been proposed and demonstrated [133], 

[224]. These sensors use the FDSM technique for AD conversion by replacing the VCO with RTD 

oscillators. The results of the FDSM-based stylus profiler discussed in Section 3.5 clearly 

demonstrate the extremely wide dynamic range as well as the performance of FDSM sensors, 

which depends on the frequency modulation width. In general, the ratio of changes of frequency 

modulation and sensing parameters is constant, increasing the oscillation frequency is beneficial. 

In addition, using higher frequency oscillators has several advantages, including wide frequency 

bandwidth and small area [224]. Therefore, the application of RTD oscillators to these sensors will 

be the basis for unprecedented sensors in the THz region featuring high dynamic range and high-

speed operation. 

In this chapter, by taking advantage of the FDSM superior AD conversion technique and RTD 

high-frequency operation, scanning near field terahertz microscope (SNFTM) is proposed. The 

proposed method includes two ways for down-converting the THz signals aiming to make them 

suitable for sampling. The down-conversion method can be achieved with either symmetric type 

monostable bistable logic element (SMOBILE) or RTD mixer. Then the nonlinear effects of the 

transmission line are investigated that pose a hinderance in the correct operation of the sensor. 
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Finally, owing to the ease of measurements, the operation of the proposed SNFTM is verified in 

the microwave frequency range that can be said scanning near field microwave microscope 

(SNMM). 

4.2 Proposal of the SNFTM based on an RTD oscillator 

The THz absorption characteristics and noninvasive properties have become the basis for 

exploring the field of THz imaging [5]. Especially, THz near-field imaging has been reported with 

various scanning techniques aiming to provide high-resolution imaging beyond the diffraction 

limits. The Near field THz imaging allows material characterization, biological imaging, and 

studying nanoscale structures [234–236].   

The motivation of the current proposed SNFTM is based on the concept of a self-oscillating 

evanescent microwave probe (SO-EMP) which is designed for very high spatial resolution imaging 

of material nonuniformities [237]. It consists of a microstrip line resonator along with an amplifier 

connected to the feedback loop as illustrated in Fig. 4.1. This microwave oscillator probe is 

equipped with a wire tip at one end of the resonator. When the probe moves closer to the sample, 

Figure 4.1 Schematic diagram of a self-oscillating evanescent microwave probe with a built-in RF amplifier. (Adopted from 

[237] ) 
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capacitance is formed between the sample and the probe tip (serves as an electric dipole) resulting 

in the change of frequency and quality factor of oscillator. It permits frequency tracking as well as 

quality factor mapping, providing insight into the electronic properties of the materials, such as 

dielectric constants, carrier concentrations, and doping.  

Based on above mentioned concept, the SNFTM is proposed aiming to characterize the electronic 

properties of the materials employing THz waves. Employing THz oscillators can provide 

subwavelength resolution allowing us to explore the nanoworld precisely. The SNFTM circuit is 

composed of an RTD and LC resonator equipped with a probe tip connected to the resonator side. 

The basic circuit configuration is illustrated in Fig. 4.2. When the probe tip moves closer to the 

sample, it forms a capacitance Ctip due to the interaction between the evanescent field near the tip 

and the free electrons that come to the surface of the sample. This capacitance is subject to change 

Figure 4.2 Basic circuit configuration of SNFTM 
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with the dielectric properties, doping, carrier concentration, and material composition of the 

sample. If the sample, permittivity of dielectric, and tip geometry remain the same, the capacitance 

is determined by the tip-sample distance which can be expressed using the following formula: 

𝐶 =  
𝜖0𝐴

𝑑
    4.1 

Where ϵ0 is the permittivity of dielectric which is air in our case. A is the overlap area between the 

tip and sample in square meters, and d is the distance between the tip and sample. When the tip-

sample distance decreases, the capacitance increases and vice versa. This capacitance affects the 

LC resonator capacitance value. Hence, a rough approximation of the frequency of the RTD 

oscillator can be achieved from the LC resonator value by ignoring the impedance of the tip and 

wires from the below equation: 

𝑓 =  
1

2𝜋√𝐿𝐶
     4.2 

From the above equation, the resonant frequency decreases as the capacitance C increases. 

Subsequently, it is concluded that reducing the tip-sample distance results in increasing the 

capacitance which in turn decreases the oscillation frequency. Thus, the RTD oscillator becomes a 

variable frequency oscillator which is an ideal substitute for the VCO in the FDSM technique for 

high-resolution AD conversion. The mapping of frequency tracking becomes the basis for imaging. 

Here, it is important to note that the RTD oscillator works in the THz frequency region and the 

direct AD conversion of high-frequency signals is challenging. Considering this problem, two 

methods are proposed in order to make the SNFTM suitable for AD conversion employing the 

FDSM technique.  One is to use the symmetric-type monostable-bistable transition logic element 

(SMOBILE) for direct under-sampling of THz signals. The second is to use the RTD mixer for 
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down-conversion of the THz signals and then applying to FDSM. Both methods are elaborated in 

subsequent sections. 

4.3 SNFTM employing SMOBILE 

The complete setup of SNFTM is depicted in Fig. 4.3. It consists of the SNFTM circuit, SMOBILE, 

and FDSM. The working flow of SNFTM setup is that first the high frequency modulated signal 

is transferred to the SMOBILE which undersampled the signal. Then this signal passes to the 

FDSM for AD conversion. Ultimately, the change in frequency is mapped to form the image of the 

sample. Here the purpose of SMOBILE is discussed.  

SMOBILE is proposed by incorporating the RTDs for direct under-sampling of THz signals. So 

far, the working of RTD has been discussed for oscillator circuits. Besides oscillators, RTDs can 

be used for various applications such as mixers, logic elements, etc [238], [239]. Here, the 

applications of RTDs are studied to a 1-bit quantizer for THz-signal under-sampling. This circuit 

Figure 4.3 Proposed complete setup of the SNFTM 
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is advantageous for direct sampling of the THz frequency range due to its high sensitivity and is 

highly suitable for THz-range FDSM sensors [240], [241].  

Here, a symmetric-type monostable-bistable transition logic element (MOBILE) [242]  is 

employed for a high-speed 1-bit quantizer. The MOBILE works as a DFF or 1-bit quantizer owing 

to the monostable bistable transition of the series-connected RTD circuit caused by the bias voltage 

change. The important difference between the SMOBILE from the conventional MOBILE [243] 

is that the complementary clock signals are fed to the RTDs, as shown in Fig. 4.4. This clocking 

scheme solves the problem of the conventional MOBILE that the output current interferes with the 

proper operation, especially, when the effect of the load capacitance cannot be ignored [244]. 

Moreover, this circuit does not use an input HEMT which restricts the maximum input frequency. 

In addition, a new input/output isolation technique is used based on the frequency difference. A 

band pass filter (BPF) and an LPF are added at the input and output ports, respectively. These 

filters can isolate input/output signals when the circuit is used for under-sampling. 

Figure 4.4 Circuit diagram of the SMOBILE with HPF/BPF and LPF I/O isolation. 
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4.3.1 SMOBILE simulation 

Figure 4.6 An example of the simulation results. The input signal frequency is 500.1 GHz, and the clock frequency is 10 GHz. 

Lower figure shows the magnified view near the Low to High transition. 

Figure 4.5 SMOBILE circuit used for simulation 
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 First, I carried out a circuit simulation with the same RTD model that is discussed in section 2.3.2. 

Figure 4.5 shows the SMOBILE circuit that was designed for simulation. Here, the 500.1 GHz 

input signal is supplied from a sinusoidal source (Sine source) and 10 GHz complementary clock 

(𝐶𝐿𝐾 and 𝐶𝐿𝐾). On the input side, Cin followed by Lin works as a BPF to provide isolation from 

the output low-frequency signal. On the output side, Lout and Cout constitute the LPF aiming to get 

under-sampled signal at the output. Here, Rbl works as a broadband load (50 Ω) equivalent to the 

impedance value of measurement devices used for the experiment. The circuit parameters are 

shown in Table 4.1. Figure 4.6 shows an example of the simulation results measured at the O node. 

The upper figure shows the output waveform at the 50-Ω load. As the input frequency is slightly 

different from the integer multiple of the clock frequency, the input signal phase at the rising edge 

Figure 4.7 The simulated eye-pattern diagram of the SMOBILE. The input and clock frequencies are the same as those in Fig. 4.4  
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of the clock changes slowly (0.2 % per clock period). As a result, the output signal repeats 1 and 

0 with a period of 100 ns. The lower figure shows the magnified view of the output voltage near 

the transition. The eye-diagram of the output is shown in Fig. 4.7 together with the clock voltages. 

Like the conventional MOBILE, the output shows the return-to-zero (RZ) signal pattern. Good eye 

opening can be obtained indicating a large phase margin. This is owing to the monostable-bistable 

transition as well as the high-speed nature of the RTD.  

Parameters Values 

Cin 20 fF 

Lin 20 pH 

Lout 0.4 pH 

Cout 0.1 pF 

Rbl 50 Ω 

RTD peak current 10 mA 

RTD capacitance 20 fF 

 

Table 4.1 Element values of the fabricated circuit 
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4.3.2  SMOBILE circuit fabrication 

In order to verify the simulation results, simple circuits were fabricated using InGaAs-based RTDs 

on a 0.8 mm thick printed circuit board (PCB) to demonstrate the basic operation as shown in Fig. 

4.8. The RTD pairs and pads were fabricated on the wafer and cut into 2.5x2.5 mm2 chip, and they 

were connected using wire bonding. To eliminate the effects of bonding wires and for ease of 

measurement, relatively low input and clock frequencies, approximately 1/100 of those in the 

above simulation, were chosen to design. A microstrip line discontinuity is introduced which works 

as a high pass filter. For LPF 1005-type chip elements were used for the capacitors and inductors. 

The value of inductors was chosen 4 nH and a 1 pF capacitor was used. 

Figure 4.8 SMOBILE circuit fabricated on PCB substrate. 
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4.3.3 Experimental setup and results 

 Figure 4.9 illustrates the experimental measurement setup for verification of the basic operation 

of the fabricated circuit. The pulse pattern generator (PPG) is used to supply the clock signal. The 

Figure 4.9 Experimental measurement setup for SMOBILE circuit 

Figure 4.10 An example of the output wave form from the prototype circuit fabricated on a PCB substrate with an 

InGaAs-based RTDs. (Horizontal axis 300 ps/div, Vertical axis 50 mV/div.) The input and clock frequencies are 4.35 and 

1.6 GHz, respectively. 
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complementary clock pulses were generated using a balun. The signal generated by PPG does not 

have enough driving current for RTDs. So, the complementary clock is fed to the circuit in 

conjunction with DC voltages. In order to avoid any instability in the circuit, both DC voltage 

current sources are grounded, ensuring that their potential is at the same point. The input RF signal 

is provided using the continuous wave generator. Figure 4.10 shows an example of the output 

waveform with an input frequency of 4.35 GHz and a clock frequency of 1.6 GHz. A clear eye-

pattern was observed. It should be noted that the circuit includes no buffer amplifier, and the 

SMOBIE directly drives the 50-Ω load. This was impossible for conventional MOBILE, because 

the load current interferes with the switching to "High" voltage.  

This method is proved to be a very precise and novel way of under-sampling the high-frequency 

signals. However, one difficulty of using SMOBILE is that both RTDs should have the same value 

of peak current for the proper operation which is strenuous to achieve in experiments.  
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4.4 SNFTM employing the RTD self-oscillating mixer (SOM) 

The setup of SNFTM incorporating the RTD SOM is also proposed as shown in Fig. 4.11. It 

includes the same SNFTM circuit constituted of an RTD oscillator equipped with a probe tip, RTD 

SOM, and FDSM. In this scheme, when the probe tip moves closer to the sample placed on the 

piezo stage, the frequency variation occurs in the SNFTM circuit. This frequency-modulated signal 

is transferred to the RTD SOM circuit for down conversion and then ultimately to the FDSM. A 

brief discussion about mixers and the working of RTD SOM is discussed below. 

The main purpose of the mixer is to change the frequency of the signal. During down-conversion, 

the frequency of the input RF signal is reduced to a lower intermediate frequency (IF). This process 

permits further signal processing at a more manageable common frequency. Mixers for 

downconversion include three key ports such as radio frequency (RF) input port, local oscillator 

(LO) input port, and intermediate frequency (IF) output port.  It receives data signal as an RF signal 

which in turn mixes with stable high frequency signal applied via LO oscillator port. As a result, 

Figure 4.11 SNFTM employing RTD SOM 



Application of RTD oscillators to FDSM 

94 

 

the IF port outputs a down-converted IF signal whose frequency is the difference of the RF and 

LO signals frequencies.  

In conventional mixers, the high-frequency LO signal is difficult to deliver due to several factors 

such as Transmission line effects, parasitic effects of devices, etc. The SOM is also a type of mixer 

that integrates frequency conversion (IF signal) and oscillation generation function (LO signals) 

in a single device, making circuits simpler and minimizing components. So, an external LO is 

unnecessary in SOM. RTDs are also compatible for SOM due to depicting NDR region in IV 

characteristics and working as oscillator circuits. These RTD SOM are suitable for wireless 

communication, sensing, and imaging applications[245]. The purpose of using RTD SOM is its 

suitability for working in the THz region. In our proposed SNFTM employing RTD SOM, it is 

used for downconversion. A simple RTD-based oscillator circuit is used as a SOM which can be 

seen in Fig. 4.11. Like the SMOBILE-based SNFTM, here I also used BPF/HPF and LPF at the 

input and output ports, respectively, in order to provide isolation due to frequency differences. 

4.4.1 Simulation of SNFTM employing RTD SOM 

First, the simulation circuit is designed in order to achieve the desired circuit operation as shown 

in Fig. 4.12. This simulation circuit consists of an SNFTM oscillator circuit, probe tip circuit, BPF, 

RTD SOM, and LPF. All parameters’ values used in Fig. 4.12 are mentioned in Table 4.2. In the 

SNFTM oscillator circuit, Lin is used to insert the inductance offered by connecting wires, Rsup is 

used to suppress the spurious oscillations and Lr is the parasitic inductance of Rsup. Here, the RTD 

model is the same as I discussed in section 2.3.2. Cres and Lres are working as LC resonator. The 

oscillator circuit with chosen parameters oscillates at 41.56 GHz. The probe tip circuit is composed 
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of TL which is indispensable to connect the probe tip and capacitor (Ctip) which is formed between 

tip and sample upon moving closer. The Ctip value varies from 10 fF to 50 fF with steps of 10 fF 

resulting in change of fundamental frequency of the oscillator circuit. Then, a BPF with a cutoff 

frequency of 36 GHz-46.6 GHz is used to isolate the RTD SOM oscillations. RTD SOM circuit 

consists of a very simple RTD oscillator configuration where Csom and Lsom constitute the LC 

resonator with a fundamental frequency of 30.73 GHz. Then LPF is used with a cutoff frequency 

of 14.6 GHz to receive the IF signal. The Rbl (50Ω) is broadband load resistance in place of the 

measurement device's input impedance. Simulation is performed by sweeping the Ctip value and 

resulting FFT of output collected at O port is shown in Fig. 4.13. In this figure,  

Table 4.2 Parameters of the circuit shown in Fig. 4.12 

SNFTM circuit RTD SOM 

Parameters Values Parameters Values 

Lin 10 nH Csom 0.1 pF 

Rsup 5 Ω Lsom 0.2 nH 

Lr 0.1 nH   

Lres 0.1 nH   

Cres 0.1 pF   

TL delay 22.3 ps   

 

Figure 4.12 Simulation circuit designed for the SNFTM employing RTD SOM 



Application of RTD oscillators to FDSM 

96 

 

the zoomed part is the region where distinct peaks of downconverted IF signals were supposed to 

appear but that was not the case. There are broad spectra near the expected IF peaks that attracted 

attention to verify if there exists a chaotic phenomenon. Because it is well known that power 

spectra of chaotic signals are broadband peaks. Here, it is important to note that the SNFTM circuit 

Figure 4.13 Simulated FFT of IF output signals at O node with different values of Ctip. When TL is inserted in Probe tip circuit 

Figure 4.14 Simulated FFT of IF output signals at O node with different values of Ctip. When TL is eliminated from probe tip 

circuit 

SOM frequency 

Main oscillator 

frequency  
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contains TL which can show strong nonlinearities as I demonstrated in section 2.3. So, in order to 

verify whether the nonlinearities arise due to TL or not, simulation is also performed by eliminating 

the TL from that circuit which is shown in Fig. 4.12. Figure 4.14 shows the output of the circuit 

by eliminating the TL from the circuit. The output is as expected depicting distinct peaks of IF 

signals upon varying the capacitance. For deep insight into this matter, the oscillation waveforms 

and their corresponding phase portraits are discussed.  

4.4.2 Effects of transmission line 

In order to investigate the transmission line effects in the SNFTM circuit, the simulation is 

performed with the circuit shown in Fig. 4.15. This circuit is basically the SNFTM circuit, but it 

is almost similar to the circuit I demonstrated as an RTD oscillator with a TL stub in Section 2.4. 

It is worth noting that the SNFTM circuit is integrated with the tip-sample capacitance but in the 

absence of a sample (eliminating Ctip) the circuit will become the same which I demonstrated in 

section 2.4. So, it is confirmed that this SNFTM circuit will show nonlinear behavior as the TL is 

working as a delayed feedback unit.  

Figure 4.15 SNFTM circuit for simulation 
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The simulation output waveform and its corresponding phase portrait at Ctip 50 fF value are shown 

in Fig. 4. 16. It was expected to get periodic output waveforms and closed loop phase portraits, but 

this was not the case. The output waveform looks non-periodic and complex which is generated 

due to the TL nonlinearities as discussed above. To further verify the cause of nonlinearities, 

simulation is performed by eliminating the TL form the circuit shown in Fig. 4.15 while keeping 

the operating conditions the same. Figure 4.17 depicts the pure sinusoidal waveform and closed 

loop phase portrait which is the indication of perfect periodic output. So, it is verified that the 

origin of nonlinearities is the TL in the SNFTM circuit, which can pose a barrier to the correct 

operation of FDSM sensors that use RTD oscillators. The FDSM sensors detect frequency changes, 

Figure 4.16 Output waveform and phase portrait incorporating TL in probe circuit tip 

Figure 4.17 Output waveform and phase portrait incorporating TL in probe circuit tip 
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and the nonlinearities induced by the TL have a direct impact on the frequency of the output signal. 

To avoid these nonlinear effects, choosing a low characteristic impedance for the LC resonator is 

key to the proper and correct operation of FDSM sensors, as discussed in Section 2.5. 

4.5 Scanning near field microwave microscope (SNMM) 

To verify the basic working principle of the SNFTM experimentally, a scanning near-field 

microwave microscope (SNMM) is designed in the microwave frequency region for ease of 

measurement. The SNMM circuit is also fabricated using the same hybrid integration technique 

employed in previous experiments, providing a very easy, short, and compact method for circuit 

fabrication. 

4.5.1 SNMM circuit fabrication 

The experimental circuit for SNMM is shown in Fig. 4.18. The circuit consists of an RTD which 

serves as an NDR element, and a resistor Rsup is connected to suppress the spurious oscillations. 

Lr and Cr are used for the resonator. A tip is used for scanning the sample.  

Figure 4.18 Experimental circuit design for SNMM 
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A 35 mm × 17 mm prototype circuit was fabricated with the hybrid integration technique on the 

0.8 mm thick FR-4 PCB substrate by using an in-house InGaAs-based RTD chip, 1005-type chip 

elements, and a metal probe tip, as shown in Fig. 4.18. The chip elements and metal probe tip were 

integrated by soldering. The parameters of the elements used for fabricating the SNMM circuit 

were chosen to operate the circuit in the microwave frequency range and their values are depicted 

in Fig. 4.19. The resonator circuit's characteristic impedance was set to 10 Ω, a relatively low value, 

to minimize the nonlinearities introduced by the TL used for the probe tip. The conn ection of the 

RTD chip was facilitated by bonding wires. The measurement setup for SNMM illustrated in Fig. 

4.19 consists of a piezo motor stage for scanning the sample in the XY direction and a microstage 

Figure 4.19 Fabricated scanning near-field microscope with a prototype SNMM circuit on the PCB substrate. 
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for height adjustment in the Z direction. The resolution in the XY direction is 10 nm, the maximum 

movement range is ±8 mm, and the resolution in the Z direction is 1 µm. 

4.5.2 Experimental setup and results 

Fig. 4.20 illustrates the experimental setup. A bias T was used to power the circuit with a DC signal 

and get an RF output. The output RF signal (fundamental frequency of circuit chosen to be around 

1 GHz) was passed through LPF (2 GHz) to eliminate the high-frequency components, and 

amplified by the microwave amplifier (Keysight 83017A). Then the signal was divided into two 

branches, and fed to the spectrum analyzer and the sampling/digital filter circuit fabricated on a 

field programmable gate array (FPGA) [224]. Finally, the digital signal was transferred from the 

FPGA to the PC via TCP/IP to map the frequency change.  

 

Figure 4.20 Experimental setup of SNMM for mapping the frequency change. 
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In the absence of a sample, the circuit oscillated at 1.027 GHz with a bias voltage of 930 mV. 

Figure 4.21 shows the change in frequency when the copper metal plate was used as a sample. It 

was clearly demonstrated that the oscillation frequency decreases when the tip-sample distance 

decreases. The magnitude of the frequency change was large enough for the FDSM.  

 

Next, I scanned the surface of a 10-yen coin. Figure 4.22 shows the scanned image mapped by 

frequency tracking of the 10×10 mm2 area with a step of 100 µm and height of approximately 33 

µm. A clear image of Phoenix-Hall was obtained. This measurement represents the height of the 

sample. Since variations in the gap (height) lead to changes in frequency, the observed frequency 

shift corresponds directly to changes in height. This relationship is captured and analyzed using a 

frequency tracking map. The resolution of the image was limited by the step size, tip-sample 

Figure 4.21 Frequency change with respect to the gap between Tip and sample. 
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distance, and the radius of the tip apex.  The sample-tip distance and the dielectric constant of the 

sample both affect the oscillation frequency, and the separation of each information can be solved 

by integrating the displacement sensor as discussed in the previous section 3.5. Nevertheless, it 

was demonstrated that a high-resolution image beyond the diffraction limit can be obtained with 

this prototype device. 

 

  

Figure 4.22 Scanned height measurement image of Phoenix Hall designed on 10-yen coin. 

GHz 
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4.6 Summary 

The concept of the FDSM-based SNFTM circuit employing the RTD oscillators equipped with 

probe tip for imaging was proposed. This concept is presented to operate the SNFTM circuit in the 

THz range. Direct sampling of high-frequency signals is challenging. To overcome this difficulty, 

two ways of transforming THz signals to low-frequency signals are proposed. First, the SMOBILE 

using a pair of RTDs with frequency-based input/output isolation for undersampling is proposed. 

The circuit simulation demonstrated proper operation at 500 GHz input with a 10 GHz 

complementary clock signal for sampling. Moreover, the basic operation was experimentally 

demonstrated showing good eye opening which indicates a large phase margin. Second, the 

SNFTM employing RTD SOM is proposed where the downconversion is achieved with the simple 

RTD oscillator circuit working as a SOM. The Simulation results showed that this method works 

well for observing frequency change by down-converting the signal. However, the nonlinearities 

put the hindrance in observing the frequency change which was induced by the transmission line 

used to facilitate the connection to the probe tip in the SNFTM circuit. This was confirmed by 

simulating the circuit with and without a transmission line. By eliminating the TL from the circuit, 

a clear frequency change was observed by plotting the FFT of output signals. Choosing a low 

characteristic impedance of the resonator circuit is one of the solutions to avoid the TL 

nonlinearities. Finally, to verify the basic working principle of the SNFTM experimentally, a 

prototype device was fabricated in the microwave frequency region for ease of measurement. A 

very clear image of Phoenix-Hall was obtained by scanning the surface of a 10-yen coin.  It was 

demonstrated that a high-resolution image beyond the diffraction limit can be obtained with this 

prototype device.  
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Chapter 5 Conclusion 

In this thesis, the nonlinearities exhibited by RTD oscillators due to their nonlinear unique IV 

characteristics were investigated with the aim of finding their impact on the FDSM sensors. A 

detailed experimental characterization of the nonlinear behavior of the RTD oscillators was 

achieved by applying the sinusoidal signal to the RTD oscillator while powering it in the NDR 

region. Next it was found that the RTD oscillators show nonlinear behavior if the transmission line 

as an open stub is connected to it. Here, nonlinear behavior refers to the generation of complex 

output signals including chaos. These findings allowed us to design the proposed SNFTM circuits 

employing the RTD oscillators suitable for the FDSM technique while avoiding the nonlinear 

effects that can impede the proper operation of sensors. The simulation results showed that these 

effects can interfere with the proper operation of sensors. Additionally, the potential of RTD 

oscillators for sensor applications was also demonstrated. Overall, these findings carry great 

importance in applying the RTD oscillators for THz range sensors in conjunction with a superior 

FDSM AD conversion technique.  

In Chapter 1, the broad range of applications of THz waves was discussed, especially noninvasive 

sensing applications for imaging in the fields of physics, chemistry, biomedical, pharmaceutical, 

and material science. The comparison of various THz sources was presented, and it was concluded 

that the RTD is the best candidate for the THz source, possessing prominent features such as unique 

IV characteristics and room-temperature THz range operation in oscillator circuits. 

In Chapter 2, the nonlinear phenomena that exist in the RTD oscillators were demonstrated in 

detail. First, I validated and characterized the resonant tunneling chaos generator circuit in depth 

at the microwave frequency range. The circuit was fabricated on the PCB substrate employing the 
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RTD chip and chip elements. This hybrid fabrication method proved to emulate the circuit as per 

circuit design without a long and complicated process. Microwave chaos was controlled and 

visualized on the sampling oscilloscope using a periodic reset technique in order to process data 

for detailed characterization. Longer period output up to 58 periods of input signal was achieved, 

which is approximately 3 times larger than those in the previous reports. This permitted us to 

characterize output signals, in particular, the calculation of Lyapunov exponents. I also found that 

the conventional methods of plotting bifurcation diagrams from time series data failed due to 

frequency-dependent phase difference errors. The proper bifurcation diagram was plotted using a 

compensation scheme based on the oscillation period in the conventional bifurcation diagram. A 

cascade of periodic and chaos regimes was exhibited on the experimental bifurcation diagram by 

sweeping input frequency from 2.4 GHz to 9 GHz. Single-period, double-period, chaos, and triple-

period regimes were identified by plotting their time series waveforms, power spectrum, phase 

portraits, and return maps. The circuit’s deterministic chaos was further proven by estimating the 

positive Lyapunov exponent from the time series waveform. These results indicate that the 

periodical resetting scheme should be a good tool for characterizing chaos in high-frequency 

regimes.  

Secondly, the behavior of RTD oscillators with an open TL stub was investigated as a function of 

the stub length. First, a circuit simulation was performed to clarify the basic phenomena caused by 

the stub. It was found that the open stub induces strong nonlinearities in the RTD oscillators, 

leading to the evolution of complex behavior, including chaos. To confirm the simulation results, 

I fabricated and tested RTD oscillators with an open TL stub. The circuit was fabricated using a 

hybrid integration technique. The experimental results showed chaotic and periodic output 

waveforms by varying the open stub length. Consequently, this circuit has potential as a simple 
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chaos generator in the THz frequency range. Moreover, understanding the effects of such a TL stub 

is also important for the design of THz circuits using RTDs, since even a small metal pattern or 

interconnection wires can cause such a feedback effect in the THz frequency range. Nevertheless, 

To apply RTD oscillators to sensors effectively, it is crucial to eliminate these nonlinear effects. 

The nonlinearities caused by the TL pose a barrier to using RTD oscillators in sensor applications. 

These nonlinearities can significantly affect the sensor’s performance. Simulation and 

experimental results showed that the nonlinearities due to TL can be significantly eliminated by 

choosing the low resonator characteristic impedance. However, variation of output power and 

change in fundamental frequency was observed both in simulation and experiments. Variation of 

output power can be attributed to the reflection of signal with constructive and destructive 

interference. Moreover, a change in stub length has an impact on the equivalent value of the LC 

resonator which results in a change of fundamental frequency. 

In Chapter 3, the operating principle of FDSM based AD converters and sensors was discussed. 

The integration of analog-to-digital conversion is essential for modern digital systems, particularly 

in enhancing the functionality and versatility of sensors. High-performance sensors demand 

superior ADCs, and delta-sigma modulation ADCs (DSADCs) are highly valued for their high-

resolution capabilities. Conventional DSADCs face limitations due to their integrator and feedback 

DAC components. FDSM is a promising alternative that uses a voltage-controlled oscillator 

(VCO) to convert an analog signal to a frequency-modulated intermediate signal, which is then 

converted to a pulse-density-modulated digital signal. This method eliminates feedback loops and 

DACs, resulting in increased bandwidth, dynamic range, signal-to-noise ratio, and resolution. 

Furthermore, using variable frequency oscillators instead of VCOs can greatly improve sensor 

performance. RTD-based THz oscillators can be used to provide high-performance sensors by 
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simply replacing the VCO in the FDSM. As an example of the FDSM sensors, the stylus profiler 

was discussed. A novel type of displacement sensor was proposed based on the FDSM. A 

cylindrical cavity resonator with a diaphragm at one end of the cavity was used for the variable 

frequency oscillator, which is a core of the FDSM. This can be applied to a stylus surface profiler 

and an AFM, when a probe tip is set at the diaphragm. To demonstrate basic operation, I fabricated 

a stylus surface profiler. A good surface profile was successfully obtained with this device. A 10 

nm depth trench was measured together with a 10 μm trench in a single scan without gain control. 

This result clearly demonstrates the extremely wide dynamic range of the FDSM displacement 

sensor. Additionally, it depicted that the performance of FDSM sensors strongly depends on the 

frequency modulation width. It implies that the higher oscillation frequency is preferable since the 

modulation ratio remains constant in most cases. So, the high-performance unprecedented sensors 

can be realized by using RTD-based THz oscillators. 

In Chapter 4, the concept of an FDSM-based SNFTM circuit using RTD oscillators equipped with 

a probe tip for imaging was proposed. This concept was designed to operate the SNFTM circuit in 

the THz range. Direct sampling of high-frequency signals in this range is challenging. To address 

this issue, two methods for transforming THz signals into low-frequency signals were proposed. 

First, the SMOBILE using a pair of RTDs with frequency-based input/output isolation for under-

sampling is proposed. The circuit simulation demonstrated proper operation at 500 GHz input with 

a 10 GHz complementary clock signal for sampling. Moreover, the basic operation was 

experimentally demonstrated showing good eye opening which indicates a large phase margin. 

Second, the SNFTM employing RTD SOM is proposed where the downconversion is achieved 

with the simple RTD oscillator circuit working as a SOM. The Simulation results showed this 

method works well for observing frequency change by down-converting the signal. However, the 
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nonlinearities put a hindrance in observing the frequency change which was induced by the 

transmission line used to facilitate the connection to the probe tip in the SNFTM circuit. This was 

confirmed by simulating the circuit with and without a transmission line. By eliminating the TL 

from the circuit, a clear frequency change was observed by plotting the FFT of output signals. 

Choosing a low characteristic impedance of the resonator circuit is one of the solutions to avoid 

the TL nonlinearities. Finally, to verify the basic working principle of the SNFTM experimentally, 

a prototype device was fabricated in the microwave frequency region for ease of measurement. A 

very clear image of Phoenix-Hall was obtained by scanning the surface of a 10-yen coin.  It was 

demonstrated that a high-resolution image beyond the diffraction limit can be obtained with this 

prototype device. 

Since the RTD is a promising candidate among various THz sources. So, the findings of this thesis 

carry great importance in realizing the THz range sensor applications of RTD oscillators in 

conjunction with the FDSM technique.  
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Appendix A: RTD Fabrication process 

  

Layers details of the used Substrate. 

Cross-sectional view of the substrate 
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Process 

1 TRENCH Layer 1  
1.1 Substrate Cutting and Numbering 

1.2 Substrate cleaning (lead dummy, 2 main boards, etching rate measurement) 

1.2.1 Acetone Ultrasonic Cleaning Low 5 min room temperature 

1.2.2 Blow N2 

1.2.3  Semicoclean Ultrasonic Cleaning Low 5 min room temperature 

 (Only at the beginning will it be strongly cleaned with Semicoclean ultrasound) 

1.2.4 Rinse 3 tanks 5 sec 5 sec 60 sec 

1.2.5 Blow N2 

1.2.6 Electric furnace dry bake 130 °C 5 min (dry) 

1.3 Positive resist coating on dummy substrates and main substrates 

1.3.1 Blow N2 2000 rpm 10 sec (sample surface clean) 

1.3.2 OAP coating 5000 rpm 50 sec (resist adhesion) 

1.3.3   S1805 Dispensing 5000 rpm 50 sec 

1.3.4  Pre-bake 115 °C 1 min 

1.3.5 Exposure File Name: RTDWB3R1 L0 

       18 mW    100 % 

1.3.6  PEB bake : 115 °C 1 min 

1.3.7  Developed 2 min20 sec CD-26Developer 

1.3.8  Rinse 3 tanks 5 sec 5 sec 60 sec 

1.3.9 Blow N2 

1.3.10  Host bake 115 °C 1 min (liquid dry) 

1.3.11  Microscopic observation (longitudinal and horizontal dimension measurement) 

1.4 Etching rate measurement (etching rate measurement sample) 

1.4.1 S1805 Application Brush Coating 

1.4.2  Pre-bake 115 °C 1 min 

1.4.3 Pre-etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

2 min49 sec (4726 Å sharpening) Etching temperature with glass thermometer 

20 °C Fluorescent light 

1.4.4  Rinse 3 tanks 5 sec 5 sec 60 sec 

1.4.5 Blow N2 

1.4.6  Prior resist removal (etching rate measurement sample) 

1.4.7 Acetone Spray 

1.4.8 Acetone Ultrasonic Cleaning Low 5min Room Temperature 

1.4.9 Blow N2 

1.4.10 Leading step measurement Etched step measurement 

1.4.11 Find the actual etching time 

1.5 Cleaning of dummy boards and main substrates 

1.5.1 Descum ashing (resist residue removal at low temperatures) 

 (Room temperature: RT 3 min 500 cc/min) 

1.5.2 Semicoclean Cleaning 1 min Room Temperature 
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1.5.3 Rinse 3 tanks 5 sec 5 sec 60 sec 

1.5.4 Blow N2 

1.6 Etching of dummy substrates and main substrates 

1.6.1 etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

2 min49 sec (4726 Å sharpening) Etching temperature with glass thermometer 20 °C 

Fluorescent light 

1.6.2 Rinse 3 tanks 5 sec 5 sec 60 sec 

1.6.3 Blow N2 

1.6.4 Resist removal of dummy substrates and main substrates 

1.6.5 Acetone Spray 

1.6.6 Acetone Ultrasonic Cleaning Low 5 min room temperature 

1.6.7 Blow N2 

1.6.8 Microscopic observation (longitudinal and horizontal dimension measurement) 

1.6.9 Ashing (resist removal with high-temperature ozone) 

    ( 80 ℃  10 min  500 cc/min) 

1.6.10 Microscopic observation (longitudinal and horizontal dimension measurement) 

1.6.11 Step measurement (etching rate measurement sample) 

  

2 RESIST HB1 (Resist Hard Bake) Layer 2 
2.1 Cleaning of dummy boards and main substrates 

2.1.2 Acetone Ultrasonic Cleaning Low 5 min room temperature 

2.1.3 Blow N2 

2.1.4 Semicoclean Cleaning 1 min Room Temperature 

2.1.5 Rinse 3 tanks 5 sec 5 sec 60 sec 

2.1.6 Blow N2 

2.1.7 Electric furnace dry bake 130 °C 5 min (dry) 

2.2 Positive resist coating on dummy substrates and main substrates 

2.2.1 Blow N2 2000 rpm 10 sec (sample surface clean) 

2.2.2 OAP coating 5000 rpm 50 sec (resist adhesion) 

2.2.3 S1805 Dispensing 5000 rpm 50 sec 

2.2.4 Pre-bake 115 °C 1 min 

2.2.5 Exposure File Name: RTDWB3R1 L1 B&W Invert 

       18 mW    100 %   Inverted 3000 μm 

2.2.6 PEB bake: 115 °C 1 min 

2.2.7 Develop 30 sec CD-26Developer after the pattern appears 

2.2.8 Rinse 3 tanks 5 sec 5 sec 60 sec 

2.2.9 Blow N2 

2.2.10 Host bake 115 °C 1 min (liquid dry) 

2.2.11 Microscopic observation (longitudinal and horizontal dimension measurement) 

2.3 Resist Hard Bake (Resist Cure) 

2.3.1 Electric furnaces bake 200 °C 60 min  

2.3.2 Microscopic observation 
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3 EMITTER Layer 3 
3.1 Cleaning of dummy boards and main substrates 

3.1.2  Acetone Ultrasonic Cleaning Low 5 min room temperature 

3.1.3 Blow N2 

3.1.4  Semicoclean Cleaning 1 min Room Temperature 

3.1.5  Rinse 3 tanks 5 sec 5 sec 60 sec 

3.1.6 Blow N2 

3.1.7  Electric furnace dry bake 130 °C 5 min (dry) 

3.2  Positive resist coating on dummy substrate and main substrate (double coating) 

3.2.1 Blow N2 2000 rpm 10 sec (sample surface clean) 

3.2.2 OAP coating 5000 rpm 50 sec (resist adhesion) 

3.2.3 PMGI SF6 dispensing 5000 rpm 50 sec 

3.2.4 Pre-bake 250 °C 5 min 

3.2.5 Allow to cool until it returns to room temperature 

3.2.6   S1805 Dispensing 5000 rpm 50 sec 

3.2.7 Pre-bake 115 °C 1 min 

3.2.8 Exposure File Name: RTDWB3R1 L2 

       18 mW    100%    

3.2.9 PEB bake: 115 °C 1 min 

3.2.10 Developed 2 min20 sec CD-26Developer 

3.2.11 Rinse 3 tanks 5 sec 5 sec 60 sec 

3.2.12 Blow N2 

3.2.13 Host bake 115 °C 1 min (liquid dry) 

3.2.14 Microscopic observation (longitudinal and horizontal dimension measurement) 

3.3 Pre-deposition cleaning 

3.3.1 Descum ashing (resist residue removal at low temperatures) 

 (Room temperature: RT 3 min 500 cc/min) 

3.3.2 Semicoclean Cleaning 1 min Room Temperature 

3.3.3 Rinse 3 tanks 5 sec 5 sec 60 sec 

3.3.4 Blow N2 

3.4 Deposition 

3.4.1 Vapor deposition Ti: 200 Å / Au: 4000 Å (total 4200 Å) 

3.4.2 Acetone wetting 12 h 

3.5 Lift-off 

3.5.1 Acetone spray (sprayed in lift-off beaker liquid) 

3.5.2 Visual inspection (confirmation that vapor deposition is removed in acetone 

solution) 

3.5.3  Remover PG Ultrasonic Cleaning Low 10 min Ambient Temperature 

(PMGI SF6 resist stripping of sacrificial tanks) 

3.5.4  IPA Rinse Ultrasonic Cleaning Low 5 min Normal Temperature 

3.5.5  Acetone Ultrasonic Cleaning Low 5 min room temperature 

3.5.6 Blow N2 

3.5.7 Microscopic observation 

3.5.8  Sintering 250 °C 5 min 

 (Stabilization of contact resistance) 
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3.5.9 Microscopic observation 

3.5.10  Step measurement (measurement of vapor deposition film thickness with Si dummy 

substrate 4200 Å:420 nm) 

3.6 RIE 

3.6.1  RIE (Reactive Ion Etching) 

 Condition: 50 W O2:20 ml/min 2 min 

3.6.2 Microscopic observation 

3.7 Mesa etching 

3.7.1 Etching rate measurement (etching rate measurement sample) 

3.7.2 S1805 Application Brush Coating 

3.7.3  Pre-bake 115 °C 1 min 

3.7.4 Pre-etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

1 min15 sec (1956 Å sharpening) Etching temperature with glass thermometer 

20 °C Fluorescent lamp light 

3.7.5  Rinse 3 tanks 5 sec 5 sec 60 sec 

3.7.6 Blow N2 

3.7.7 Leading step measurement Etched step measurement 

3.7.8 Find the actual etching time 

3.7.9 Cleaning of dummy boards and main substrates 

3.7.10  Descum ashing (resist residue removal at low temperatures) 

 (Room temperature: RT 3 min 500 cc/min) 

3.7.11 Etching of dummy substrates and main substrates 

3.7.12 etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

1 min15 sec (1956 Å sharpening) Etching temperature with glass thermometer 

20 °C Fluorescent lamp light 

3.7.13  Rinse 3 tanks 5 sec 5 sec 60 sec 

3.7.14 Blow N2 

3.7.15 Microscopic observation 

3.7.16  Step measurement (etching rate measurement sample) 

  

4 ISOLATION Layer 4  
4.1 Cleaning of dummy boards and main substrates 

4.1.1  Acetone Ultrasonic Cleaning Low 5 min room temperature 

4.1.2 Blow N2 

4.1.3  Electric furnace dry bake 130 °C 5 min (dry) 

4.2 Positive resist coating on dummy substrates and main substrates 

4.2.1  Blow N2 2000 rpm 10 sec (sample surface clean) 

4.2.2  OAP coating 5000 rpm 50 sec (resist adhesion) 

4.2.3   S1805 Dispensing 5000 rpm 50 sec 

4.2.4  Pre-bake 115 °C 1 min 

4.2.5 Exposure File Name: RTDWB3R1 L3 B&W Invert 

       18 mW    100 %     Inverted 3000 μm 

4.2.6  PEB bake: 115 °C 1 min 
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4.2.7  Develop 30 sec CD-26Developer after the pattern appears 

4.2.8  Rinse 3 tanks 5 sec 5 sec 60 sec 

4.2.9 Blow N2 

4.2.10  Host bake 115 °C 1 min (liquid dry) 

4.2.11  Microscopic observation (longitudinal and horizontal dimension measurement) 

4.3 Etching rate measurement (etching rate measurement sample) 

4.3.1 S1805 Application Brush Coating 

4.3.2  Pre-bake 115 °C 1 min 

4.3.3 Pre-etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

1 min49 sec (2750 Å sharpening) Etching temperature with glass thermometer 

20 °C Fluorescent lamp lighting 

4.3.4  Rinse 3 tanks 5 sec 5 sec 60 sec 

4.3.5 Blow N2 

4.3.6  Prior resist removal (etching rate measurement sample) 

4.3.7 Acetone Spray 

4.3.8  Acetone Ultrasonic Cleaning Low 5 min room temperature 

4.3.9 Blow N2 

4.3.10 Leading step measurement Etched step measurement 

4.3.11 Find the actual etching time 

4.4 Cleaning of dummy boards and main substrates 

4.4.1  Descum ashing (resist residue removal at low temperatures) 

 (Room temperature: RT 3 min 500 cc/min) 

4.5 Etching of dummy substrates and main substrates 

4.5.1 etching 

Etching solutionH2SO4: H2O2: H2O = (1: 10: 1) × 1/30 

2 min49 sec (4726 Å sharpening) Etching temperature with glass thermometer 

20 °C Fluorescent light 

4.5.2  Rinse 3 tanks 5 sec 5 sec 60 sec 

4.5.3 Blow N2 

4.5.4 Resist removal of dummy substrates and main substrates 

4.5.5 Acetone Spray 

4.5.6  Acetone Ultrasonic Cleaning Low 5 min room temperature 

4.5.7 Blow N2 

4.5.8 Microscopic observation 

4.5.9  Descum (resist residue removal at low temperatures) 

   (50 ℃  5 min  500 cc/min) 

4.5.10 Microscopic observation 

4.5.11  Step measurement (etching rate measurement sample) 

  

5 COLLECTER L5  
5.1 Cleaning of dummy boards and main substrates 

5.1.1  Acetone Ultrasonic Cleaning Low 5 min room temperature 

5.1.2 Blow N2 

5.1.3  Electric furnace dry bake 130 °C 5 min (dry) 
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5.2  Positive resist coating on dummy substrate and main substrate (double coating) 

5.2.1  Blow N2 2000 rpm 10 sec (sample surface clean) 

5.2.2  OAP coating 5000 rpm 50 sec (resist adhesion) 

5.2.3  PMGI SF6 dispensing 5000 rpm 50 sec 

5.2.4  Pre-bake 250 °C 5 min 

5.2.5 Allow to cool until it returns to room temperature 

5.2.6   S1805 Dispensing 5000 rpm 50 sec 

5.2.7  Pre-bake 115 °C 1 min 

5.2.8 Exposure File Name: RTDWB3R1 L4 

       18 mW    100 %    

5.2.9  PEB Bake: 115 °C 1min 

5.2.10  Develop 30 sec CD-26Developer after the pattern appears 

5.2.11  Rinse 3 tanks 5 sec 5 sec 60 sec 

5.2.12 Blow N2 

5.2.13  Host bake 115 °C 1 min (liquid dry) 

5.2.14  Microscopic observation (longitudinal and horizontal dimension measurement) 

5.2.15 Pre-deposition cleaning 

5.2.16  Death combing (resist residue removal at low temperatures) 

 (Room temperature: RT 3 min 500 cc/min) 

5.3 Deposition 

5.3.1  Vapor deposition Ti: 200 Å / Au: 4000 Å (total 4200 Å) 

5.3.2  Acetone wetting 12 h 

5.4 Lift-off 

5.4.1  Acetone spray (sprayed in lift-off beaker liquid) 

5.4.2 Visual inspection (confirmation that vapor deposition is removed in acetone 

solution) 

5.4.3  Remover PG Ultrasonic Cleaning Low 10 min Ambient Temperature 

(PMGI SF6 resist stripping of sacrificial tanks) 

5.4.4  IPA Rinse Ultrasonic Cleaning 5min Normal Temperature 

5.4.5  Acetone Ultrasonic Cleaning Low 5 min room temperature 

5.4.6 Blow N2 

5.4.7 Microscopic observation 

5.4.8  Sintering 250 °C 5 min 

 (Stabilization of contact resistance) 

5.4.9 Microscopic observation 

5.4.10  Step measurement (measurement of vapor deposition film thickness with Si dummy 

substrate 4200 Å:420 nm) 
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Appendix B : Calculation of Lyapunov Exponent Using the 

Wolf Method 

1. Introduction 

The Lyapunov exponent measures the average rate at which consecutive trajectories converge or 

diverge in a dynamical system. It offers insight into both system stability and chaotic behavior. 

The Wolff method is an effective approach for determining the maximal Lyapunov exponent from 

a time series. 

2. Methodology 

The calculation of Largest Lyapunov exponent using Wolf method include following steps: 

1. Prepare time series data 

2. Time delay calculation using mutual information method 

3. Embedding dimension calculation using Grassberger – Procaccia method 

4. Phase space reconstruction based on Takens’s theorem 

5. Calculate largest Lyapunov exponent 

3. Largest Lyapunov exponent calculation method using time 

series 

The detail of calculations is discussed in the following section. This is adopted from [246]. 
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5.1.2 Input time series data: 

Assume xt is a one-dimensional time series at time t (t = 1, 2, 3,...). First, the input xt is 

normalized to the range of [0,1] using the following equation: 

𝑦𝑡 =  
𝑥𝑡 − 𝑀𝐼𝑁(𝑥𝑡)

𝑀𝐴𝑋(𝑥𝑡) − 𝑀𝐼𝑁(𝑥𝑡)
 

Where yt is the normalized data to address the issue of inconsistent values within time series 

data, and MAX (MIN) gives the vector's maximum (minimal) value. 

5.1.3 Time delay, embedding dimension and phase space 

reconstruction: 

Phase space reconstruction (PSR) is the basis of chaotic time series and is widely used in 

nonlinear system analysis. It is a theory that derives geometrical and topological information 

about dynamical attractors from observations. In order to analyze time series, Takens [247] 

introduced the delayed coordinate method of PSR. He also demonstrated how PSR may expand 

time series into an m-dimensional embedding space while maintaining the topology of 

chaotically attracted high-dimensional dynamical systems.  

In PSR, two parameters, the delay τ and the embedding size m, are very important. In theory, 

any value of τ is suitable for determining the delay time. However, the appearance of the 

reconstructed attractor depends strongly on the choice of embedding lag. To reconstruct the 

phase space, appropriate embedding dimension (m) and delay (τ) are used. The Grassberger-
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Procaccia algorithm [248] determines the embedding size m, whereas the mutual information 

function [179] calculates the time delay τ. 

The value for which the mutual information has its first minimum is used to determine the time 

delay τ [68]. I(y, yτ) is the mutual information between two time series: 𝑦 =  {𝑦𝑡1
, 𝑦𝑡2

, … , 𝑦𝑡𝑁
} , 

𝑦τ =  {𝑦𝑡1+τ
, 𝑦𝑡2+τ

, … , 𝑦𝑡𝑁+τ
}. I(y, yτ) can be represented as 

I(τ) = I(y, yτ) = H(y) + H(yτ) − H(y, yτ) 

where H(y) and H(yτ) illustrates the entropy of y and yτ respectively. H(y, yτ) denotes the 

mutual entropy of y and yτ. Generally, the ideal delay time for PSR is often determined by 

taking the initial minimal mutual information. 

After finding the time delay, the embedding dimension is computed using the Grassberger-

Procaccia algorithm. Initially, the correlation integral C(r) is computed as follows: 

𝐶(𝑟) =  
2

𝑁𝑚(𝑁𝑚) − 1
 ∑ 𝜑(𝑟 − |𝑦𝑖 − 𝑦𝑗|)

1≤𝑖≤𝑗≤𝑁𝑚

 

where Nm is equal to N − τ (m − 1), φ (·) is the Heaviside function, and r is the chosen radius. 

With each increase in the embedding dimension m, the correlative dimension D(m) (D(m) = 

ln(C(r))/ln(r)) rises and eventually approaches to a saturation value. The value at which D(m) 

initially obtains a stable value is the embedding dimension.  

A matrix (P, T )′for the normalized time series yt, t = 1,..., N can be used to represent a 

reconstructed phase space as follow 
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𝑃 = (

𝑦1 𝑦2                   … 𝑦𝑁−1−𝜏(𝑚−1)

𝑦1+𝜏 𝑦2+𝜏               … 𝑦𝑁−1−𝜏(𝑚−2)

                        …  
𝑦1+𝜏(𝑚−1)             𝑦2+𝜏(𝑚−1)     …          𝑦𝑁−1

) 

𝑇 =  (𝑦2+𝜏(𝑚−1), 𝑦3+𝜏(𝑚−1), … , 𝑦𝑁) 

5.1.4 Largest Lyapunov exponent calculation: 

The Lyapunov exponents of the time series, which can quantitatively describe the chaotic 

attractor, must be computed in order to determine whether the signal is chaotic or not. 

Lyapunov exponents define the rate at which minor perturbations increase or shrink in 

different directions in the orbital phase space. When the Lyapunov exponent is positive, 

the time series considered as chaotic [183]. In this study, the Wolf method [183] is used to 

calculate the maximum Lyapunov exponents of the chaotic time series. It is assumed that the 

initial time is t0, the first reconstructed phase point is 𝑦𝑡0
, where the minimum length between 

𝑦𝑡0
  and the neighboring phase points is L0. In the case where the time is t1, 𝐿0

` =

 ‖𝑦𝑡1
−  𝑦𝑡0

‖ , the distance 𝐿0
`  > ε has a positive threshold value determined by taking into 

account the evolution of the two phase points. We shall substitute 𝐿0
`  if we find another phase 

point, 𝑦𝑡1
1  , where L1 = ||𝑦𝑡1

 − 𝑦𝑡1
1 || < 𝐿0

` . This calculating method is ultimately carried out until 

yt reaches the end of the time series yN. As a result, the largest Lyapunov exponent can be 

determined as the function below. 

𝜆𝑚𝑎𝑥 =  
1

𝑡𝑚 −  𝑡0
∑ 𝑙𝑛

𝐿𝑖
`

𝐿𝑖

𝑚

𝑖=0

  



Appendix B : Calculation of Lyapunov Exponent Using the Wolf Method 

146 

 

In a chaotic system, we can only anticipate the time series over short intervals. In theory, the 

length of the intervals can be found using the reciprocal Lyapunov exponent [249], [250]. 

∆𝑡 =  
1

𝜆𝑚𝑎𝑥
 

When the largest Lyapunov exponent is greater than zero, the system becomes chaotic. If it is 

greater than one, the predictable limit is smaller than the sampling frequency. Therefore, the 

predictions of the chaotic time series are useful only in the case that the chaotic system 

exhibiting the largest Lyapunov exponent lies in the range of zero to one. Long-term forecasts 

become achievable when the positive exponent approaches zero. 
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