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Abstract

The human visual system is one of the most important component of the nervous system

that provides visual perception to person. The research on orientation detection which

neurons of the visual cortex response only to a line stimulus in a particular orientation

has been carried out for almost 60 years. However, the basic mechanism of orientation

detection remains a mystery. In this paper, we first propose a new orientation detection

mechanism based on local orientation detective neurons’ dendritic computation. We assume

that there be orientation detective neurons which response only to a particular orientation

locally and these neurons extract local orientation feature based on nonlinear interactions

took place on their dendrites. Then, we realize such local orientation detective neurons

with dendritic neurons, use them to obtain the local orientation information, and infer the

global orientation from these local orientation information. Based on the mechanism, an

generalized Artificial Visual System (AVS) for orientation detection and other visual infor-

mation processing is proposed. In order to prove the effectiveness of our mechanism and

the mechanism-based Artificial Visual System (AVS), we conduct a series of experiments

which include objects with various sizes and positions. Computer simulation shows that

the mechanism can perfectly perform orientation detection independent on their sizes and

positions in all experiments. The experimental results are consistent well with the results

of most known physiological experiments. Furthermore, we compare the performance of

both Artificial Visual System (AVS) and Convolution Neural Network (CNN) on orienta-

tion detection and find that Artificial Visual System (AVS) completely beat Convolution

Neural Network (CNN) on orientation detection in identification accuracy, noise resistance,
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computation cost, learning cost, hardware realization and reasonability.

Secondly, based on the mechanism mentioned above, we use a single-layer McCulloch-

Pitts neurons to realize such local orientation detective neurons and show that such a single-

layer perceptron artificial visual system (AVS) is also capable of extracting local orientation

feature and detecting global orientation by taking the orientation with the largest number

of activations of the orientation detective neurons as the global orientation. We perform

computer simulations on this single-layer perceptron AVS, and simulation results show that

this single-layer perceptron AVS works perfectly for global orientation detection, which is

consistent with most of physiological experiments and models.

Finally, as an important category of computational intelligence, meta-heuristic algo-

rithms have always been a popular research interests over recent two decades. Teaching-

learning-based optimization (TLBO) is one of nature-inspired meta-heuristic algorithm

which is proven to have effectiveness and efficiency in solving complex optimization prob-

lems. Although TLBO has remarkable capacity to solve different optimization problems,

but the issue of trapping into local optimal is a common drawback of meta-heuristic al-

gorithm, and TLBO is no exception. Thus we use a novel search strategy to improve the

performance of TLBO by means of a new selection operation. We select twenty-nine bench-

mark functions of IEEE CEC2017 to testify the performance of proposed algorithm in terms

of effectiveness and robustness. Experimental results exhibit that the proposed algorithm

outperforms other state-of-the-art algorithms.

Keywords—visual system, dendritic computation perceptron, single-layer, orientation

detection, computational intelligence, teaching-learning-based optimization, search strategy,

global optimum.
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Chapter 1

Introduction

In 1981, David Hubel and Torsten Wiesel won the Nobel Prize in Medicine because of

their landmark discovery of orientation preference and related works [35, 36]. Based on

the remarkable discovery, Hubel and Wiesel found the orientation selective cells in the

primary visual cortex (V1) and proposed a simple yet powerful model of how such orientation

selectivity could emerge from nonselective thalamocortical inputs [36]. The feedforward

model has become a central frame of reference for understanding cortical computation and

its underlying mechanisms [27].

Despite 60 years of intense research effort, three basic questions are still unanswered: (1)

how, (2) to what degree, and (3) by what mechanisms, does cortical processing contribute

to orientation selectivity? In this paper, we first offer a novel quantitative mechanism to

provide an explanation for how selectivity for orientation could be produced by a model with

circuitry that is based on the anatomy of V1 cortex. We assume that neurons, we call them

the local orientation detective neurons, exist in visual nervous system. Each of the local

orientation detective neurons receives its own input through photoreceptor and ON-OFF

cells from receptive field, picks up selectively an adjacent input, and computes to response

only to the orientation from the selected adjacent input. We implement the local orientation

detective neuron based on the dendritic neuron model that authors proposed previously [26,

32,48,65,72,82,91] and extend it to several orientation detective neurons that response only

to their own particular orientation. Then, we propose four possible schemes to measure the
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activations of the local orientation detective neurons: (1) scanning over a two-dimensional

inputs of an image, for every inputs, convolving their adjacent inputs with a local orientation

detective neuron; (2) scanning over a two-dimensional inputs of an image with a group of

the local orientation detective neurons, (3) sliding over a two-dimensional inputs of an

image with a small array of a grouped local orientation detective neurons and (4) making

a two-dimensional inputs of an image follow their own local orientation detective neurons

independently. Since these neurons give the local motion responses that are localized in

space; and these neurons’ outputs can be taken as evidence about the global orientation, thus

we can obtain global orientation directly by measuring the outputs of these local orientation

detective neurons. Secondly, based on the mechanism, we propose an generalized Artificial

Visual System (AVS) for orientation detection and other visual information processing.

To prove the effectiveness of our mechanism and the Artificial Visual System (AVS), we

conducted a series of experiments which have a dataset of totally 252,000 images with various

sizes, positions at various orientations. Computer simulations show that the mechanism and

the mechanism-based Artificial Visual System (AVS) perform the detection of orientation

very accurately in all experiments regardless of their sizes and positions. Furthermore, we

used a Convolution Neural Network (CNN), trained it to the orientation detection and

compared with the Artificial Visual System (AVS). From computer simulations, we found

that the Artificial Visual System (AVS) completely beat the Convolution Neural Network

(CNN) on orientation detection in identification accuracy, noise resistance, computation

cost, learning cost and reasonability.

Based on the mechanism, we also propose a single-layer perceptron AVS for global

orientation detection that implements local orientation-selective neurons by a single-layer

perceptron of the McCulloch-Pitts neurons. Each neuron is only responsible for detecting

a corresponding orientation angle in a two-dimensional local receptive field. Thus, the

global orientation detection system can be implemented by a single-layer perceptron AVS.

The weights and thresholds of the single-layer perceptron can be designed simply by our
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knowledge on perceptron and local orientation-detective neurons. The global orientation

of an object can be inferred by the orientation-selective neuron with the largest number

of activations. The single-layer perceptron AVS for the global orientation of the object

was confirmed by computer simulations on an image dataset. The computer simulation

results show that this single-layer perceptron AVS is effective and can make the perfect

distinctions on the global orientation of objects regardless of their sizes and positions, which

is consistent with most of physiological experiments and models. Furthermore, in order to

show the superiority of the single-layer perceptron AVS, we compared the performance of the

single-layer perceptron AVS with traditional convolutional neural network (CNN) on global

orientation detection tasks and found that the single-layer perceptron AVS completely beats

CNN in all aspects including identification accuracy, noise resistance, computational cost,

learning cost, hardware implementation, bio-soundness and reasonability.

Furthermore, meta-heuristic algorithm is popularly constructed based on intuitive and

experiential rules from diverse phenomenon. It can attain a feasible solution to the op-

timization problems at an acceptable cost. Generally meta-heuristic algorithm is more

able to be applied to real-world complex optimization problems in comparison with classic

mathematical optimization algorithm and heuristic algorithm due to its performance and

universality, such as traveling salesman problems [13, 20, 90, 94], maximum clique problem

[30], wind farm engineering [88], dynamic location routing problem [22], and so on.

Most of meta-heuristic algorithms are inspired by evolution process of nature. Genetic

algorithm (GA) mimics the evolutionary process of species which contains crossover opera-

tion, selection operation and mutation operation. Ant colony optimization (ACO) is a

classical meta-heuristic algorithm that imitates the foraging behavior of ants which deposit

pheromone on the ground in order to mark the paths that lead other members of the

colony [21]. Artificial bee colony (ABC) algorithm mimics the process of finding a best food

source through information interaction among employed bees, onlooker bees and scouts

[39, 45]. Artificial immune system (AIS) simulates the immune mechanism of mankind,
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therein antigen and antibody are considered as input and output, respectively, and the

immune system model consists of antigen-presenting cells layer, major histocompatibility

complex layer, Th cell layer, and B cells layer [87].

Although the inspirations of meta-heuristic algorithms are various, recent research [77]

shows that most of nature-inspired metaheuristic algorithm could be expressed as in Eq.

(1.1):

Xnew
i,d = Xold

i,d + Σn
k=1S

(
Xk
α,d, X

k
β,d

)
(1.1)

where Xi,d indicates the value of the dth dimension in the ith solution, and Xα and

Xβ are two certain solutions. S
(
Xk
α,d, X

k
β,d

)
represents updating unit which is calculated

by Xα and Xβ, and n denotes the number of updating units. Most updating methods of

metaheuristic algorithms can be denoted as in Eq. (1.2).

S (Xα,d, Xβ,d) = SF1() · (SF2() ·Xα,d − SF3() ·Xβ,d) (1.2)

where SF1(), SF2() and SF3() are scaling factors that used to adjust the scale of difference

between Xα and Xβ.

Among meta-heuristic algorithms, the teaching-learning- based optimization (TLBO)

algorithm is a standard algorithm in the form of updating method described above. It is

not hard to observe that TLBO has fast convergence rate, which will be described in the

next section. In the meantime, TLBO is also easy to premature and trap into local optimal

solutions. In this paper, we utilize a novel search strategy to improve the performance of

TLBO and propose a hybrid algorithm named ITLBO. ITLBO exhibits better performance

in comparison with other state-of-the-art algorithms based on experimental results. The

contribution of this paper can be summarized as follows. First of all, we propose a new

hybrid algorithm by incorporating an advanced optimum-based search strategy [93] into

the original TLBO, aiming to balance the exploration and exploitation ability of the search.
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Secondly, extensive experimental results based on twenty-nine benchmark functions show

the superiority of the proposed algorithm, which open the doors to further potential ap-

plications on real-world optimization problems. Last but not least, we successfully provide

just another example of such hybridization of different meta-heuristic algorithm so long as

the embedded strategy is sophisticated, which gives more insights into the key problem of

how to design an ensemble optimization algorithm.



6

Chapter 2

Artificial Visual System Based on
Dendritic Computations

2.1 Dendritic Neuron Model

Artificial neural network (ANN) has been a research hotspot in the field of artificial intelli-

gence since the 1980s [34], [30]. ANN is a mathematical model which mimics the information

processing mechanism of synaptic connection structure in brain. Until now, artificial neu-

ral network has developed hundreds of models, and has a very good performance in such

technical fields as medical diagnosis, timeseries forecasting and stock market index predic-

tion [2,29,47]. However, all these networks used the traditional McCulloch & Pitts neuron

model as their basic computation units [57]. This McCulloch & Pitts model did not take the

nonlinear mechanisms of dendrites into account [53]. Meanwhile, recent studies have pro-

vided strong circumstantial support for the nonlinear mechanisms of dendrites which play

a key role in the overall computation performed by a neuron [1,4,5,14,16,54,73,76]. Koch,

Poggio, and Torre found that in the dendrites of a retinal ganglion cell, if an activated input

with inhibitory synapse is closer than an input with excitatory synapse to the cell body, the

input with excitatory synapse will be intercepted [49,50]. Thus, the interaction among the

synaptic inputs on dendritic branches can be considered as a logical AND operation [15],

and dendritic branch point may sum currents from the dendritic branches, such that its

output would be a logical OR on its inputs [6,17,33]. It is then conducted to the cell body
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(soma), and when it exceeds a threshold, the cell fires to output logical signal 1 to other

neurons. Figure 2.1 shows a model that implements an idealized δ cell. If the inhibitory

function is described as a logical NOT gate, the operation implemented in Figure 2.1 could

be read as:

Output = X1X2 +X3X4 +X5X6X2 (2.1)

where X1, X2, X4 and X6 denote excitatory inputs and X3 and X5 represent inhibitory

inputs. Because each input is either logical 0 or 1, the output of the cell body (soma)

becomes 1 when and only when X1 = 1 and X2 = 1, or X3 = 0 and X4 = 1 or X5 = 0

and X6 = 1 and X2 = 1. Furthermore, γ cell receives inputs from excitatory and inhibitory

synapses distributed from the tip to the cell body (soma) as shown in Figure 2.1b, thus

reading,

Output = X1X2X3 (2.2)

Several experimental examples such as motion direction selectivity of retinal ganglion

cells in the visual system [80] and coincidence detection in the auditory system [70] have

provided strong circumstantial support to Koch’s model [49]. By taking nonlinearity of

synapses and nonlinear interaction among these synapses into consideration, authors pro-

posed a learnable dendritic neuron model (DNM) [25,38,49,79,83]. DNM was successfully

applied to many burning questions, such as liver disorders analysis, breast cancer classifi-

cation, financial time series prediction [41,71,95].

2.2 Local Orientation Detection Neuron

In this section, we describe the structure of DNM in detail for orientation detection. For

simplicity, we only consider the composition of four neurons for orientation detection. Usu-

ally, the receptive field can be divided into two-dimensional M × N regions. Each region
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Soma

OutputSigmoid

Dendrite 1

Dendrite 2

Dendrite 3

Soma

OutputSigmoid

Figure 2.1: Structure of the dendritic neuron model with inhibitory input (�) and excitatory
inputs (•). (a) δ cell and (b) γ cell.

corresponds to a minimal visible region. For simplicity, we consider a binary image. When

light falls on a region, the electrical signal, for example, 1 is transferred through its photore-

ceptor and ON-OFF response cells to ganglion cells and the ganglion cells perform various

visual information processing [46]. Of course, by introducing horizontal cell, gray scale

images and color images can also be treated easily. Here, we assume that there are simple

ganglion neurons that can detect the specific orientation of a line. The input signal can be

expressed by Xi,j , where i and j correspond to position at the two-dimensional receptive

field. Thus, for an input signal Xi,j , if we use the local orientation detective neurons and

consider eight regions adjacent to Xi,j only, we can implement four neurons by picking up

selectively a particular region in that directions. Figure2.2 shows an idealized γ cell for 0

degree orientation detection. What we need to consider is only the Xi,j , Xi−1,j and Xi+1,j .

If and only if Xi,j , Xi−1,j and Xi+1,j are all equal to 1, the γ neuron is activated and the
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Xi,j Xi+1,j

Output

Xi-1,j

Figure 2.2: A local planar orientation-detective neuron with γ cell for 0 degrees.

output of the soma is equal to 1. Similarly, the detective neurons in other orientations can

also be implemented. Four structures of orientation detection neurons can be described in

detail as Figure2.3. For example, the 45 degree detective neuron at i, j has different input

signals from adjacent inputs Xi−1,j+1 and Xi+1,j−1 besides Xi,j , the inputs to 90 degree

detective (vertical detection) neuron at i, j comes from Xi,j−1 and Xi,j+1 besides Xi,j , and

the inputs to 135 degree detective neuron at (i, j) is certainly set to Xi−1,j−1, Xi,j and

Xi+1,j+1. Therefore, we can ensure that all orientation detective neurons can be realized

by γ-like cells. On account of the size of window (pixel matrix) we chose is 3× 3, so we can

only select these four orientations. If the size of window increases, more orientations can

be detected.

2.3 GLOBAL ORIENTATION DETECTION

As mentioned above, the local orientation detective neurons in the visual system response

by performing an interaction of the effect of light falling on their receptive field, for example

a local orientation detective neuron extracts a simple one orientation information at one

position in the visual field by interacting the input of the position from photoreceptor and

ON-OFF response cells with its neighboring inputs. Here, we assume that the information of
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Figure 2.3: The local planar orientation-detective neurons. (a) 0 degree, (b) 45 degree, (c)
90 degree and (d) 135 degree neurons.

the local orientation can be used for judging global orientation. Thus, we can just measure

the strength of activities of the all local orientation detective neurons over the receptive

field (for example, the number of the fired neurons) and derive a judgement of orientation

by summing the neurons’ outputs in different orientations. In order to measure the strength

of activities of the local orientation detective neurons for a two-dimensional receptive field

(M ×N), we have four possible schemes:

(1) One Neuron Scheme: assume that there be only one local orientation detective retinal

ganglion neuron that scans the every position (i, j) for i = 1, 2, . . . ,M and j = 1, 2, . . . , N
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over the two-dimensional receptive field (M ×N), and at every position, scans two adjacent

positions at one direction to detect the local orientation of the positions;

(2) Multi-Neurons Scheme: we assume, for simplicity, that there be four local orientation

detective retinal ganglion neurons that scan every position (i, j) for i = 1, 2, . . . ,M and j =

1, 2, . . . , N over the two-dimensional receptive field (M×N), and yield the local orientation

of the positions;

(3) Neuron-Array Scheme: we assume, for simplicity, that there be four local orientation

detective retinal ganglion neurons that are arrayed in M ×N (m < M , and n < N), that

are slid over the two-dimensional receptive field (M × N) without overlapping, and yield

the local orientation of the positions;

(4) Full-Neurons Scheme: we assume that every photoreceptor input corresponding

to the position (i, j) of a two-dimensional receptive field (M × N) have their own local

orientation detective retinal ganglion neurons. That is to say that there are M × N × 4

local orientation detective retinal ganglion neurons.

Thus, within local receptive field, the local orientation detective neurons can extract

elementary local orientation information. The local orientation information is then used to

judge global orientation. In order to help the understanding of the mechanism with which

the system performs orientation detection, we use a simple two dimensional (5×5) image of

a bar in 45 degree as shown in Figure2.4. Without loss of generality, we use the four-neuron

scheme in which the four local orientation detective retinal ganglion neurons scan the every

position from (1, 1) to (5, 5) over the two-dimensional receptive field (5× 5), and yield the

local orientation of the positions.

As shown in Figure 2.4, only the 45 degree neuron fires at (3, 3) and (4, 4). The 0

degree neuron, 45 degree neuron and 90 degree neuron fire simultaneously at (3, 4) and

(4, 3). The number of the firing neurons in different orientations, 4 for 45 degree, 2 for 0

degree, and 2 for 90 degree can be measured, thus resulting in a judgement of a global 45

degree orientation.
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Figure 2.4: Diagram of the judgment of global planar orientation detection by the local
planar orientation-detective neurons.

In all the above experiments, because we detected the orientation of only one target

object, we scanned the entire image to obtain the local orientation information of each

position including the orientation information of the target object, thereby inferring the

global orientation of the object. In fact, for a multi-object orientation problem, because we

know the local orientation information of each position, we can extract the local orientation

information of each target object, from which we can infer the global orientation information

of each target object.

2.4 Artificial Visual System (AVS)

The visual system comprises the sensory organ (the eyes), the connecting pathways through

to the visual cortex and other parts of central nervous system. As mentioned above, in the
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visual system, the local visual feature detective neurons such as local orientation detective

neurons can extract elementary local visual feature such as local orientation information.

These features are then combined by the subsequent layers in order to detect higher-order

feature, for example, the global orientation of an object. Based on the mechanism, we

develop an generalized artificial visual system (AVS) as shown in Figure 2.5. Neurons in

layer 1 (called the local feature detective neuron (LFDN) layer), such as local orientation

detective neurons, extract elementary local visual feature, for example, the local orienta-

tion information. These features are then sent the subsequent layers (called global feature

detective neuron (GFDN) layers) in order to detect higher-order feature, for example, the

global orientation of an object. Neurons in layers can be just simply the summation of

the outputs of neurons from layer 1, for example, for the orientation detection, the motion

direction detection, the motion speed detection and the perception of the binocular vision;

or a one layer even a multi-layer network, for example, for pattern recognition. It is worth

noting that the Artificial Visual System (AVS) is a feedforward neural network, and any

feedforward neural network can be trained by the error back-propagation method. The

difference between the Artificial Visual System (AVS) and traditional multi-layer neural

networks as well as convolutional neural networks is that the local feature detective neu-

rons (LFDN) in layer 1 of the Artificial Visual System (AVS) can be designed in advance

according to our prior knowledge of real visual system, for example how many neurons and

what kind of neurons are needed, and furthermore they do not need to learn in most cases.

Even if learning is needed, learning of the Artificial Visual System (AVS) can start from a

very good initial value, which can makes learning more efficient and faster.

2.5 Experiment

In order to prove the effectiveness of our proposed mechanism, we randomly generated a

large number of different 32 × 32-pixel images for learning and testing. We scanned every

pixels of the two-dimensional images by a 3×3 window, used four orientation detection reti-
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nal ganglion neurons to extract the local orientation information of pixels in each window,

and made a judgement of the global orientation information based on the local orienta-

tion information. First, we chose four bars in three different orientations to test proposed

mechanism. The first two bars were at 135 degree angles and had different length-width

ratios, while the remaining two bars were horizontal and vertical, respectively. In all com-

puter simulations, we scanned with a 3 × 3 window and step size was set to 1. Each data

of the scanning was transferred to four orientation detection neurons during the scanning

procedure, and we counted when the corresponding neurons fired. Experimental results

are shown in Figures 2.6–2.9. We set the excited neurons to 1 and inhibited neurons to

0. We used a simple function diagram to represent the output process of the four neurons

and the types of detective neuron were labeled in the graph. Finally, we recorded the total

number of activations and picked up the maximum of them. Here, the activations of the

four kinds of neurons are represented. The horizontal coordinate is the serial number of

the corresponding scanning window, and the vertical coordinate is whether the neurons are

activated or not. The number of activations is given and the orange box is the maximum

value, which is our final judgment for the orientation. From Figure 2.6, we can see that the

neurons for angle 0◦, 45◦, 90◦ and 135◦ fire 38, 0, 39 and 74. Thus, 135◦ orientation can be

detected.

Similarly, 135◦, horizontal (0◦) and vertical (90◦) can also be inferred from Figures 2.7–

2.9. Finally, we selected seven standard rectangles in 90◦ with different length-width ratios,

and then used a bar chart to show the activation rates of each rectangle, The bar chart

of experiments are expressed as Figure 2.10, where the X-axis denotes the length-width

ratios and y-axis represents activation rates of four neurons where the length of the bar

was fixed at 30-pixel. According to this experiment, we can find that the activation rate is

decreased by the decrease of length-width ratios. The closer the rectangle is to a square,

the more difficult it is to identify the orientation of the rectangle. For a square, with the

length-width (1:1), the rates of neuron for 0◦ and neuron for 90◦ are same because even for
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Figure 2.5: A generalized artificial visual system (AVS) with a local feature-detective neuron
(LFDN) layer and one or many global feature-detective neuron (GFDN) layers.

the human can’t distinguish a square in 0◦ or 90◦. When the length-width becomes to 1:2,

neuron for 0◦ orientation fires most, thus inferring to 0◦ orientation detection. This hints

that the proposed mechanism may be very close to the orientation detection mechanism of

the real visual system. From all of these computer experiments, we find that the proposed

mechanism and the mechanism-based systems can accurately detect the orientations of

objects with different positions, length-width ratios and sizes. Therefore, we can conclude

that the proposed mechanism is not only highly accurate in detecting objects in a specific

orientation, but also hints that our hypothesis about the orientation detective neurons and

the global orientation inferring system is possibly correct.

In order to compare the orientation detective performance of the artificial visual system

(AVS) with other methods, we selected convolutional neural networks (CNNs) because

they are widely applied with great success to the detection, segmentation and recognition

of objects in images. The convolutional neural network (CNNs) used in our experiments
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Figure 2.6: Computer experiment on the mechanism for detecting a 135◦ bar with a width
of 3.

Figure 2.7: Computer experiment on the mechanism for detecting a 135◦ bar with a width
of 7.

comprises 7 layers: (1) Convolutional layer with 30 feature maps connected to a 3 × 3

neighborhood in the input; (2) ReLu layer; (3) Pooling layer with 2× 2 maximum pooling;

(4) Affin layer with a full net from 1024 to 720; (5) ReLu layer; (6) Affin layer with a full

net from 720 to 4 and (7) Softmax layer. The input was a 32 × 32 pixel image. The data

used to train and test the system was 15000 and 5000, respectively. The sizes of object

were from 3 pixels to 100 pixels. Learning was performed by back-propagation under Adam

optimizer. The identification accuracy of both CNN and AVS is summarized in Table2.1. As

expected, CNN learned the orientation detection very well and reached 99.85% identification

accuracy. That is to say that without noises, CNN did not so bad comparing to AVS’ 100%

accuracy. But, even if only a pixel noise was added, CNN’s identification accuracy dropped
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Figure 2.8: Computer experiment on the mechanism for detecting a horizontal (0◦) bar.

Figure 2.9: Computer experiment on the mechanism for detecting a vertical (90◦) bar.

from 99.85% to 97.89% immediately. As the number of noises increased to 150, CNN’s

identification accuracy would drop dramatically even lower than 30%. In contrary, AVS

could always maintain 100% identification accuracy, showing superior noise resistance.

Table 2.1: Comparison of identification accuracy between CNN and AVS.

Noises 0
Noise

1
Noise

5
Noises

10
Noises

25
Noises

50
Noises

100
Noises

150
Noises

CNN 99.85% 97.89% 59.28% 51.42% 38.04% 35.42% 30.68% 29.38%

AVS 100% 100% 100% 100% 100% 100% 100% 100%
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Figure 2.10: The activation of four neurons for a 90◦ bar with different length–width ratios.

2.6 Conclusion

In this chapter, we offered a novel quantitative mechanism to provide an explanation for

how selectivity for orientation could be produced by a model with circuitry that is based

on the anatomy of V1 cortex. We assumed that neurons, we call them the local orientation

detective neurons, exist in visual nervous system. Each of the local orientation detective

neurons receives its own input through photoreceptor and ON-OFF cells from receptive

field, picks up selectively an adjacent input, and computes to response only to the orien-

tation from the selected adjacent input. We implemented the local orientation detective

neuron based on the dendritic neuron model that authors proposed previously and extend

it to several orientation detective neurons that response only to their own particular ori-

entation. Then, we proposed four possible schemes to measure the activations of the local

orientation detective neurons: (1) scanning over a two-dimensional inputs of an image, for

every inputs, convolving their adjacent inputs with a local orientation detective neuron; (2)

scanning over a two-dimensional inputs of an image with a group of the local orientation

detective neurons, (3) sliding over a two-dimensional inputs of an image with a small array



19

of a grouped local orientation detective neurons and (4) making a two-dimensional inputs

of an image follow their own local orientation detective neurons independently. Since these

neurons give the local motion responses that are localized in space; and these neurons’

outputs can be taken as evidence about the global orientation, thus we can obtain global

orientation directly by measuring the outputs of these local orientation detective neurons.

Secondly, based on the mechanism, we proposed an Artificial Visual System (AVS) for ori-

entation detection and other visual information processing. To prove the effectiveness of

our mechanism and the Artificial Visual System (AVS), we conducted a series of experi-

ments which have a dataset of totally 252,000 images with various sizes, positions at various

orientations. Computer simulations showed that the mechanism and the mechanism-based

Artificial Visual System (AVS) performed the detection of orientation very accurately in

all experiments regardless of their sizes and positions. Furthermore, we used a Convolu-

tion Neural Network (CNN), trained it to the orientation detection and compared with the

Artificial Visual System (AVS). From computer simulations, we found that the Artificial

Visual System (AVS) completely beat the Convolution Neural Network (CNN) on orienta-

tion detection in identification accuracy, noise resistance, computation cost, learning cost

and reasonability.
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Chapter 3

Artificail Visual System Based on
Single-Layer percetron

3.1 Single-Layer Perceptron

McCulloch-Pitts artificial neuron model was proposed in the 1940s [57]. It is a simple

simulation of biological nerve cells. The structure of the McCulloch-Pitts model is shown

in Figure 3.1(a). In this model, the neuron receives input signals x1, x2, . . . ,xn from other

neurons. The importance of these input signals is usually represented by the weights of

the connections between neurons, w1, w2, . . . ,wn. The neuron multiplies the received input

values with the corresponding weights, sums them to get value
∑n

i=1wixi , and compares

it with a threshold. When the sum exceeds the threshold θ, the neuron fires to output

y=1; otherwise, y=0 When several such neurons are combined into a system, as shown in

Figure 3.1(b), we call it a perceptron, or a single-layer perceptron, which consists of a single

layer of the McCulloch-Pitts neurons connected to a set of inputs from other neurons with

their own weights [68].

3.2 Local Orientation-selective Neuron

In this subsection, we use the single-layer perceptron to realize the local orientation-selective

neurons. We assume there are many simple neurons with orientation detection function, and

each neuron is only responsible for detecting a specific orientation in a small area, the local
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Figure 3.1: The structure of the Single-Layer Perceptron (a) McCulloch-Pitts neuron model,
(b) a single-layer perceptron.

receptive field of the whole visual field. For simplicity, we consider a 3 × 2 local receptive

field. There are 4 possible orientation angles of 0◦, 45◦, 90◦, and 135◦ that can be detected

in such a local receptive field. Using four McCulloch-Pitts neurons, we can implement

four types of orientation-selective neurons that can detect two-dimensional objects with

orientation angles of 0◦, 45◦, 90◦, and 135◦, respectively.

In real visual system, the primary visual information transmission pathway is the pho-

toreceptor→ bipolar cell→ ganglion cell→ LGN→ primary visual cortex [44]. Considering

a two-dimensional visual field, or the receptive field, we assume that the two-dimensional
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visual field or the receptive field can be divided into M × N regions. Each region corre-

sponds to the smallest area that can be visually distinguished. When light falls on a region,

a corresponding photoreceptor or a bunch of photoreceptors convert light signals into elec-

trical signals, and then the electrical signals are transmitted to ON-OFF response bipolar

cells. To simplify the neural computation, we only use the ON-response mechanism, and

thus if a photoreceptor receives light, its corresponding ON-response bipolar cell outputs

1; otherwise, 0. For simplicity, we connect photoreceptors directly to orientation-selective

ganglion neurons. Different types of orientation-selective ganglion neurons accept corre-

sponding signals from corresponding ON-response bipolar cell or photoreceptor. Taking

x5 as the reference point, we can obtain the corresponding connections of four types of

orientation-selective neurons in a local receptive field with 6 (3 × 2) regions as shown in

Figure 3.2.

From Figure 3.2, we can know that the size of a local receptive field is set as 3 × 2

and the orientation-selective neurons respond to two inputs. In the 3 × 2 local receptive

field, the input signals are from x1 to x6, where the point x5 is the reference point. Thus,

0◦-selective neuron only responds to x5 and x6, 45◦-selective neuron only responds to x3

and x5, 90◦-selective neuron only responses to x2 and x5, and 135◦-selective neuron only

responses to x1 and x5. Because a photoreceptor receiving light outputs 1; otherwise, 0,

and weights (from w1 to w6) are all set to 1, and only when two inputs from photoreceptors

are 1 simultaneously, this neuron is fired. Thus we can set the threshold as 1.5 and the

activation function as a step Eq. (3.1):

y =

 1, xiwi + xjwj ≥ 1.5

0, xiwi + xjwj < 1.5

(3.1)

where xi and xj represent the two effective inputs, wi and wj are the corresponding

weights.

The effective input information of different orientation-selective neurons is different. So,
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Figure 3.2: The perceptrons for the four types of orientation-selective neurons in a local
receptive field. (a) -selective neuron, (b) -selective neuron, (c) -selective neuron and (d)
-selective neuron.

we let each corresponding region connect to four different orientation-selective neurons. An

example of the connections between photoreceptors and four different orientation-selective

neurons in a local receptive field is shown in Figure 3.3. As shown in Figure 3.3(a), for a

3× 2 local receptive field, only a region, the reference region is connected to all orientation-

detective neurons, and the other four photoreceptors are connected to four corresponding

orientation-selective neurons, respectively. Different orientation-selective neurons focus on

different outputs of photoreceptors and accept corresponding orientational information. If

we describe the neural connection in a local receptive field as a perceptron form, the per-

ceptron AVS can be shown as Figure 3.3(b).
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Figure 3.3: The neural connections in a local receptive field. (a) The connections between
photoreceptors and orientation-selective neurons, (b) the perceptron form of the connections
between photoreceptors and orientation-selective neurons.

3.3 Global Orientation Detection System

In this subsection, we describe the entire global detection process of the single-layer per-

ceptron AVS for orientation detection. The system for two-dimensional global orientation

detection can be expressed in Figure 3.4. Take an object which is 135◦ in orientation as an

example. In Figure 3.4, the positions of corresponding photoreceptors activated by this ob-

ject are shown. The photoreceptors which received light are colored yellow; others colored

gray. This image with 5× 4 regions can be divided into 9 independent local receptive fields
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of 3×2 size. Then the photoreceptors in each local receptive field are connected to the four

different orientation-selective neurons. So, there are a total of 36 orientation-selective neu-

rons connected to the photoreceptors for this 5× 4 image. Three local receptive fields and

their corresponding orientation-selective neurons are shown in the figure. The three local

regions are shown in colored frames. Activated orientation-selective neurons are colored red,

and inactivated orientation-selective neurons are colored blue. In one orientation detection

process, the inputs in each local receptive field are transmitted into four orientation-selective

neurons. And the local orientation information is computed respectively by the four types

of orientation-selective neurons.

Figure 3.4: The mechanism of the perceptron AVS for two-dimensional global orientation
detection.

The corresponding orientation-selective neurons are activated according to the effective
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local orientation information. For example, the inputs in the first local receptive field

only activate a 0◦-selective neuron and a 90◦-selective neuron. The inputs in the last local

receptive field activate no neurons. When we arrange the orientation-selective neurons

according to the corresponding positions, the arrangements are shown at the bottom part

of Figure 3.4. We can easily know the corresponding positions of activated neurons and the

number of different types of activated neurons. The activations of four types of orientation-

selective neurons are shown in the bar chart. Because the global orientation can be obtained

according to the number of orientation-selective neurons most activated, the type of neurons

with the most activations corresponds to the global orientation of the object. From the bar

chart, we can know that five 135◦-selective neurons are activated 5 times, which is activated

most. So the detection result is that this object is 135◦ in orientation.

The whole system for two-dimensional global orientation detection based on single-layer

perceptron is shown in Figure 3.5. It consists of three layers: photoreceptor layer, local

orientation-selective neuron layer and sum layer. From the photoreceptor layer to the local

orientation-selective neuron layer, they are not fully connected. Each local orientation-

selective neuron accepts specific inputs. According to the distribution characteristics of

different input groups in the local receptive field, neurons can be defined as four different

orientation-selective neurons. Finally, the outputs from the same type of local orientation-

selective neurons are sent to a summer, and simple summed in the summer layer. This step

is for calculating the sum of effective inputs, that is, to count the number of this type of

neuron activated. So the four final output results are the numbers of four kinds of neurons

activated. In this system, effective connections and active neurons are colored red. The

active neuron’s output value is 1, and the inactive neuron’s output value is 0. The four

results are consistent with the results shown in Figure 3.4.
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Figure 3.5: The single-layer perceptron AVS for two-dimensional global orientation detec-
tion.
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3.4 Simulation Result

To validate the single-layer perceptron AVS for global orientation detection, we conducted

several computer experiments. We generated a dataset that consisted of 49,694 binary im-

ages. All images were sized to 1024 pixels (32× 32), and each image had different numbers

of light spots arranged into a regular object with central symmetry or axial symmetry in one

specific orientation angle. For orientation detection of an object in each image, we applied

four different orientation-selective neurons to each local receptive field for local orientation

detection, and used the numbers of activation of each type of neurons to infer global orien-

tation. Considering the edge information and the size of each local receptive field of 3× 2,

for each 32 × 32 image, we padded 0 values on the boundary of the image matrix (right,

left and up). After padding, the size of one image became to 34 × 33 so that it can be

divided into 1024 (32× 32) local receptive fields. Consequently, a total of 4096 (4× 1024)

orientation-selective neurons were required to participate in orientation detection. In the

first experiment, we placed a line of 1× 10 to a 135◦ orientation, as shown in Figure 3.6(a),

applied it to the 4 types of totally 4096 orientation-selective neurons and recorded the acti-

vations of the 4 types of orientation-selective neurons (overall activations (in Figure 3.6(b))

and individual activations of 0◦-selective neurons, 45◦-selective neurons, 90◦-selective neu-

rons and 135◦-selective neurons (Figure 3.6(c)). As can be seen from Figure 3.6(b) and (c),

only the 135◦ orientation-selective neuron was activated, whereas other orientation-selective

neurons were not activated. Thus, the orientation-sensitive neuron (135◦) with the largest

number of activations can be used as the global orientation of the line. We also changed the

lengths, angles and positions of the line and found that although the lengths, angles and

positions of the activated 135◦-sensitive neuron were different, only the 135◦ orientation-

sensitive neuron was activated. Next, we used a 135◦ 4 × 10 pixel bar as the stimulus

(Figure 3.7(a)), applied it to the 4 types of totally 4096 orientation-selective neurons and

recorded the activations of the 4 types of orientation-selective neurons (overall activations
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(Figure 3.7(b)) and individual activations of 0◦-selective neurons, 45◦-selective neurons, 90◦-

selective neurons and 135◦-selective neurons (Figure 3.7(c)). It is very interesting to note

that there were 28 0◦-selective neurons, 20 45◦-selective neurons, 29 90◦-selective neurons

and 36 135◦-selective neurons activated to the 135◦ 4× 10 pixel bar. From this, we can also

correctly judge that the bar was placed in 135◦ orientation. Furthermore, we also changed

the lengths, widths, angles and positions of the bar and found that although the lengths,

widths, angles, positions and the number of the activated 0◦-selective neurons, 45◦-selective

neurons, 90◦-selective neurons and 135◦-selective neurons were different, 135◦-sensitive neu-

rons fired most. The above experiments captured key experimental observations [51], might

provide explanations for these experimental observations, and lead neuroanatomists and

neurophysiologists to reexamine their observations or redesign their experiments.

3.5 Conclusion and Disscasion

In this chapter, we proposed a novel orientation detection mechanism based single-perceptron

AVS. Considering that neurons can only perform simple neural computation, we assumed

that there are neurons that can only detect a specific orientation of an object locally. We

introduced the idea of the local receptive field into our mechanism, and each local infor-

mation is collected by an individual local orientation detective neuron. According to the

numbers of activated orientation detective neurons, the global orientation angle of the ob-

ject was determined by the most activated orientation detective neuron. We implemented

the global orientation detection system with a single-layer perceptron and have proved the

effectiveness of the system through a large number of computer experiments. The experi-

mental results showed its excellent recognition accuracy regardless of the size, location and

orientation of objects.
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Figure 3.6: Simulated responses of the local orientation detective neurons to a line stimulus
of at a orientation (a), overall activations (b) and individual activations of -selective neurons,
-selective neurons, -selective neurons and -selective neurons (c).
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Figure 3.7: Simulated responses of the local orientation detective neurons to a bar stimulus
of at a orientation (a), overall activations (b) and individual activations of -selective neurons,
-selective neurons, -selective neurons and -selective neurons (c).



32

Chapter 4

Learning Algorithm with
Advanced Learning Strategy

4.1 Teaching-Learning-Based Optimization (TLBO)

TLBO is a nature-inspired optimization method inspired by the influence of teachers on

learners [67]. TLBO is similar to other nature-inspired algorithms that uses populations

to proceed to the global optimal solution. Each learner is considered as an individual of

populations. The grade of learner is analogous to the fitness, and learner who has the best

fitness in each iteration is considered as teacher. TLBO algorithm is divided into two parts

which consist of ‘learner phase’ and ‘teacher phase’, respectively. Teacher phase means

that learners obtain knowledge from teacher, and the updating unit can be represented as

Eq.(4.1):

Xnew
i = Xold

i + ri(Xteacher − TF ·Mean) (4.1)

where Xi indicates ith individual of population, r is a random real number between 0 and

1. TF can be either 1 or 2 as a scaling factor. Mean denotes the mathematical expectation

which is calculated by the arithmetic mean of individual in population. The process of

learner phase can be roughly expressed as learning through the interaction between learners.

TLBO will proceed to a selection strategy through Xi and Xj which are selected from

population. The learner learns something new from the other learner who has better fitness,
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and this procedure can be represented as Eq. (4.2):

Xnew =

 Xi + r(Xi −Xj), if f(Xi) < f(Xj)

Xi + r(Xj −Xi), else

(4.2)

where f() denotes the fitness of individual in population.

4.2 Global Optimum-based Search Strategy

To improve the capacity of local refinement in meta-heuristic algorithm, global optimum-

based search strategy (GoS) is introduced. The aim of GoS is clear that it will break the

current state of population when algorithm sticks into stagnation, as long as an individual

with better fitness is found. GoS will shut down and the main optimization method proceed.

The procedure of GoS can be roughly divided into two parts. One is the counter of dead

time, the other is an operation when algorithm sticks into a stagnation. The implementation

and equations of GoS can be expressed as Algorithm 1.

Algorithm 1 Pseudo code of GoS

1: In each iteration t
2: for each individual i
3: if Xbest(t)−Xbest(t− 1) then
4: l(t) = l(t− 1) + 1
5: end if
6: if l(t) > L then
7: Xnew

i = Xold
i + (rand− 0.5) · (Xold

i −Xbest)
8: l(t) = 0
9: end if

In Algorithm 1, l(·) are the times of stagnation in an iteration, and L is a certain

threshold value. Local refinement usually wastes a substantial number of function evaluation

(NFEs), but GoS doesn’t cost additional NFEs. GoS will only proceed when the whole

population traps into local optima, the global search method will be continued after finding

a better individual.
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Algorithm 2 Pseudo code of ITLBO

1: /*Initialization*/
2: for i = 1 to M do
3: randomly initialize individual Xi

4: f(Xi) = evaluate Xi

5: end for
6: repeat
7: Select teacher Xteacher from population
8: /*Teacher phase*/
9: for i = 1 to M do

10: Xnew
i = Xi + ri(Xteacher − TF ·Mean)

11: f(Xnew
i ) = evaluate Xnew

i

12: if f(Xnew
i ) < f(Xi) then

13: Xi = Xnew
i

14: end if
15: if f(Xnew

i ) < f(Xteacher) then
16: best = i
17: end if
18: end for
19: for i = 1 to M do
20: if statisfy the condition of stagnation then
21: /*GoS*/
22: Xnew

i = Xi + (rand− 0.5) ∗ (Xi −Xbest)
23: else
24: /*Learner phase*/
25: randomly select an individual Xj from population
26: if f(Xi) < f(Xj) then
27: Xnew

i = Xi + rand ∗ (Xi −Xj)
28: else
29: Xnew

i = Xi + rand ∗ (Xj −Xi)
30: end if
31: end if
32: f(Xnew

i ) = evaluate Xnew
i

33: if f(Xnew
i ) < f(Xi) then

34: Xi = Xnew
i

35: end if
36: end for
37: until Terminal Condition
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Table 4.1: Experiment results of ITLBO, TLBO, GWO and SCA on IEEE CEC2017.

ITLBO TLBO GWO NCS
Mean ± Std Mean ± Std Mean ± Std Mean ± Std

F1 2.50E+03 ± 2.49E+03 1.58E+03 ± 2.41E+03 1.02E+09 ± 8.91E+08 9.35E+07 ± 1.22E+07
F3 6.10E+02 ± 3.43E+02 7.03E+02 ± 3.56E+02 2.85E+04 ± 9.70E+03 6.39E+04 ± 1.14E+04
F4 4.56E+02 ± 2.46E+01 4.68E+02 ± 3.09E+01 5.70E+02 ± 4.98E+01 5.15E+02 ± 1.81E+01
F5 5.64E+02 ± 1.83E+01 5.69E+02 ± 1.50E+01 5.92E+02 ± 2.63E+01 8.37E+02 ± 2.98E+01
F6 6.03E+02 ± 1.72E+00 6.02E+02 ± 2.11E+00 6.04E+02 ± 2.33E+00 6.78E+02 ± 6.01E+00
F7 8.00E+02 ± 1.98E+01 8.03E+02 ± 2.28E+01 8.35E+02 ± 4.95E+01 1.30E+03 ± 7.44E+01
F8 8.51E+02 ± 1.41E+01 8.57E+02 ± 1.54E+01 8.81E+02 ± 1.25E+01 1.08E+03 ± 2.23E+01
F9 9.42E+02 ± 3.82E+01 9.83E+02 ± 1.34E+02 1.18E+03 ± 1.39E+02 1.85E+04 ± 2.41E+03
F10 7.61E+03 ± 4.50E+02 7.62E+03 ± 4.67E+02 3.73E+03 ± 5.49E+02 4.89E+03 ± 2.32E+02
F11 1.20E+03 ± 3.95E+01 1.23E+03 ± 5.46E+01 1.51E+03 ± 4.42E+02 1.36E+03 ± 4.70E+01
F12 3.50E+04 ± 1.65E+04 3.31E+04 ± 2.39E+04 3.31E+07 ± 3.81E+07 1.78E+07 ± 4.20E+06
F13 1.10E+04 ± 9.09E+03 1.86E+04 ± 1.56E+04 6.63E+06 ± 2.33E+07 2.40E+06 ± 5.67E+05
F14 5.29E+03 ± 3.45E+03 5.25E+03 ± 3.08E+03 8.10E+04 ± 1.76E+05 1.04E+04 ± 4.75E+03
F15 4.14E+03 ± 3.12E+03 5.24E+03 ± 4.69E+03 2.44E+05 ± 5.82E+05 2.36E+05 ± 8.69E+04
F16 2.05E+03 ± 1.84E+02 2.12E+03 ± 2.10E+02 2.32E+03 ± 2.39E+02 2.77E+03 ± 1.67E+02
F17 1.85E+03 ± 7.40E+01 1.90E+03 ± 9.75E+01 1.93E+03 ± 1.16E+02 2.07E+03 ± 8.93E+01
F18 2.04E+05 ± 1.28E+05 2.61E+05 ± 1.90E+05 7.75E+05 ± 1.40E+06 1.54E+05 ± 4.83E+04
F19 5.37E+03 ± 4.40E+03 8.27E+03 ± 6.40E+03 2.06E+05 ± 3.88E+05 9.83E+05 ± 3.62E+05
F20 2.20E+03 ± 8.17E+01 2.20E+03 ± 8.95E+01 2.33E+03 ± 1.66E+02 2.59E+03 ± 1.04E+02
F21 2.35E+03 ± 1.83E+01 2.36E+03 ± 1.45E+01 2.37E+03 ± 1.85E+01 2.29E+03 ± 1.38E+02
F22 2.30E+03 ± 1.95E+00 2.30E+03 ± 1.89E+00 4.47E+03 ± 1.45E+03 2.53E+03 ± 7.39E+02
F23 2.72E+03 ± 1.56E+01 2.73E+03 ± 2.18E+01 2.73E+03 ± 3.04E+01 2.95E+03 ± 1.25E+02
F24 2.88E+03 ± 1.63E+01 2.88E+03 ± 1.64E+01 2.90E+03 ± 4.70E+01 2.92E+03 ± 2.94E+02
F25 2.90E+03 ± 1.66E+01 2.91E+03 ± 2.13E+01 2.96E+03 ± 2.69E+01 2.92E+03 ± 1.54E+01
F26 4.35E+03 ± 7.56E+02 4.16E+03 ± 8.10E+02 4.43E+03 ± 2.45E+02 3.01E+03 ± 1.03E+02
F27 3.22E+03 ± 1.36E+01 3.23E+03 ± 1.92E+01 3.23E+03 ± 1.78E+01 3.29E+03 ± 2.03E+01
F28 3.17E+03 ± 5.75E+01 3.16E+03 ± 5.42E+01 3.33E+03 ± 4.83E+01 3.27E+03 ± 2.00E+01
F29 3.54E+03 ± 1.09E+02 3.58E+03 ± 1.18E+02 3.71E+03 ± 1.26E+02 4.18E+03 ± 8.86E+01
F30 7.16E+03 ± 1.97E+03 7.30E+03 ± 1.39E+03 3.90E+06 ± 3.10E+06 1.80E+06 ± 4.41E+05

4.3 Hybrid Algori ITLBO

A. Motivation

It is well-known that improving the balance between exploitation and exploration is

an effective way to boost performance of algorithm [23, 86]. Like most of nature-inspired

metaheuristic algorithms, the search procedure of TLBO is also from decentralization to

centralization. In other words, the search space of whole population will gradually focus

on a promising individual, even if it is a local optima. As in ‘teacher phase’ of TLBO,

each learner will tend to teacher. Once algorithm traps into local optima, the following

searches will get half of the results with twice effort, which means that TLBO lacks of
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Figure 4.1: Convergence graph of F4.
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Figure 4.2: Convergence graph of F7.

exploration capacity. On the other hand, GoS has ability to break and reconstruct the

state of population when the search is stagnant. In order to better balance exploration

and exploitation of TLBO, we incorporates GoS into TLBO and propose a new hybrid

algorithm, namely Improved Teaching-Learning-based Optimization (ITLBO).

B. The Principle of ITLBO

Based on the motivation introduced above, we aim to improve the balance between

exploration and exploitation of TLBO through GoS. We utilize a new selection operation to

realize the function of GoS in the learner phase, and the main steps of ITLBO is described

as follows:

(1) Randomly initialize population.
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(2) Evaluate the whole population, and then select best individual as teacher and cal-

culate the mean of population.

(3) Generate the new population through Eq. (4.1), and choose the outstanding offspring

into the next iteration.

(4) Judge the stagnant time of algorithm, if it exceeds the threshold value, generate new

population through Eq.(4.2), otherwise, generate new population through Algorithm 1.

(5) Repeat steps(2)-(4) until fulfilling the terminal condition.

The pseudo code of ITLBO is shown as Algorithm 2, where Mean denotes the arithmetic

mean value of all individual in population, best indicates the index of best individual in

current population, and it will be used in the process of GoS. The procedure of GoS is
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inserted into the learner phase, and condition of stagnation is described as Algorithm 1.

4.4 Experment Result

To testify the performance of the ITLBO, in addition to TLBO, ITLBO is compared with

other two state-of-the-art algorithms including grey wolf optimization (GWO) [60] and sine

cosine algorithm (SCA) [59]. Twenty-nine benchmark functions of IEEE CEC2017 are

chosen which consists of unimodal functions (F1, F3), simple multimodal functions (F4-

F10), hybrid functions (F11-F20) and complex functions (F21- F30). Each algorithm runs

twenty-nine times and population size is set to 100. The maximum number of the function
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evaluations is D ∗ 10000 where D indicates size of dimension. Experimental results are

listed in Table 4.1, where the highlighted data are the best results among four algorithms.

The other recorded results are the standard deviation between obtained function values

and the known optimal value. The results of Wilcoxon matched-pairs signed-rank test are

summarized in Table 4.2. The convergence graphs are shown as Figs. 4.1-4.4 and box-and-

whisker graphs are exhibited in Figs. 4.5-4.8.

It is apparent that the proposed algorithm ITLBO has better performance in comparison

with those state-of-the-art algorithms through Table 4.1. It is also evident that the curve

slope of ITLBO is larger than two algorithms GWO and SCA in Figs. 4.1-4.4 which means

the speed of convergence of ITLBO is faster. The convergence results of ITLBO outperform
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Table 4.2: Results obtained by the Wilcoxon test for ITLBO.

VS R+ R− p-value
TLBO 306.5 99.5 1.73E-2
GWO 415.0 20.0 1.38E-6
NCS 372.0 63.0 4.51E-4

other algorithms, and the whole search process of ITLBO is harder to stick into stagnation,

which denotes that the incorporation of GoS into TLBO is effective. The reason is that

TLBO mainly provides the global search ability and GoS can break and reconstruct the state

of stagnation. The balance between exploration and exploitation of ITLBO is reliable. We

can conclude that ITLBO performs remarkable effectiveness and robustness on function

optimization problems.

4.5 Conclusions

In this chapter, we utilize a global optimum-based search strategy GoS to promote the

exploration ability of nature- inspired metaheuristic algorithm TLBO and propose a new

algorithm called ITLBO. The classic TLBO has strong capacity of exploitation but difficult

to break away stagnant state. To alleviate this issue, we set a threshold by which the

algorithm will execute GoS when dead time of global search exceed the threshold, while

the main procedure of TLBO will proceed once a better individual is found. To verify

the performance of proposed algorithm, we compared it with TLBO, GWO, SCA based

on twenty-nine benchmark functions of IEEE CEC2017. Experimental results prove the

effectiveness and robustness of ITLBO in comparison with other state-of-the-art algorithm.

In the future, we will focus on solving some real-world problems via ITLBO, such as Internet

of vehicles [85]– [88], dynamic location routing problem, artificial neural network learning

problems [24, 40, 42, 78], time-series prediction [84, 96], and protein structure prediction

[19,74].
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Chapter 5

Conclusions

This paper described a mechanism for detecting the global orientation by introducing local

orientation detective neurons to compute local orientation, and schemes to judge global

orientation from these local orientation information. We assumed that neurons, we call

them the local orientation detective neurons, exist in visual nervous system. Each of the

local orientation detective neurons receives its own input through photoreceptor and ON-

OFF cells from receptive field, picks up selectively an adjacent input, and computes to

response only to the orientation from the selected adjacent input. That is to say that

within local receptive field, the local orientation detective neurons can extract elementary

visual feature such as orientation. These features are then combined by the subsequent

layers in order to detect higher-order feature, for example, the global orientation.

Furthermore, we proposed two implementations of the local orientation detective neu-

rons. First, we implemented the local orientation detective neuron based on the dendritic

neuron model that authors proposed previously and extend it to several orientation detec-

tive neurons that response only to their own particular orientation. Secondly, we used the

single-layer perceptron to realize the local orientation detective neurons. Then, we pro-

posed four possible schemes to measure the activations of the local orientation detective

neurons: (1) scanning over a two-dimensional inputs of an image, for every inputs, con-

volving their adjacent inputs with a local orientation detective neuron; (2) scanning over a

two-dimensional inputs of an image with a group of the local orientation detective neurons,
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(3) sliding over a two-dimensional inputs of an image with a small array of a grouped local

orientation detective neurons and (4) making a two-dimensional inputs of an image follow

their own local orientation detective neurons independently. Since these neurons give the

local motion responses that are localized in space; and these neurons’ outputs can be taken

as evidence about the global orientation, thus we can obtain global orientation directly by

measuring the outputs of these local orientation detective neurons. We implemented the

global orientation detection systems with dendritic neurons and a single-layer perceptron,

respectively. We have proved the effectiveness of the systems through a large number of

computer experiments. The experimental results showed their excellent recognition accu-

racy regardless of the size, location and orientation of objects.

Based on the mechanism, we developed an Artificial Visual System (ASV). In order

to compare the performance of Artificial Visual System (ASV) and Convolutional Neu-

ral Network (CNN), we applied the Artificial Visual System (ASV) without learning and

Convolutional Neural Network (CNN) with learning to the orientation detection and found

that the Artificial Visual System (ASV) was completely better than the Convolutional Neu-

ral Network (CNN) in terms of accuracy and noise tolerance. Preliminary experiments of

the Artificial Visual System (ASV) to the motion direction detection, motion speed de-

tection, the perception of the binocular vision without learning, and pattern recognition

with learning also showed that the Artificial Visual System (ASV) completely beaten the

Convolutional Neural Network (CNN) in terms of accuracy and noise tolerance, which are

reported in our next paper. Therefore we believe that the Artificial Visual System (ASV) is

very likely to completely replace the Convolutional Neural Network (CNN) in near future.

In this paper, we also utilized a global optimum-based search strategy GoS to promote

the exploration ability of nature-inspired metaheuristic algorithm TLBO and proposed a

new algorithm called ITLBO. The classic TLBO has strong capacity of exploitation but

difficult to break away stagnant state. To alleviate this issue, we set a threshold by which

the algorithm will execute GoS when dead time of global search exceed the threshold, while
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the main procedure of TLBO will proceed once a better individual is found. To verify

the performance of proposed algorithm, we compared it with TLBO, GWO, SCA based

on twenty-nine benchmark functions of IEEE CEC2017. Experimental results prove the

effectiveness and robustness of ITLBO in comparison with other state-of-the-art algorithm.

In the future, we will focus on solving some real-world problems via ITLBO, such as Internet

of vehicles, dynamic location routing problem, artificial neural network learning problems,

time-series prediction and protein structure prediction.
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