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The emergence of nature-inspired algorithms (NIAs) is a great milestone in the
field of computational intelligence community. As one of the NIAs, imperialist
competition algorithm (ICA) which draws inspiration from socio-political process of
imperialistic competition has exhibited its effectiveness, implicit parallelism, flexibility
and applicability when solving various combinational optimization problems. Due to
these advantages in solving NP-hard problems for ICA, this paper focuses on the studies
included improvement of theories, integration with other excellent intelligent
optimization algorithms or evolutionary operators and application on real-world

problems.

In Chapter 1, computational intelligence algorithms which contain evolutionary
algorithm, artificial neural networks and swarm intelligence algorithms are briefly
described. But ICA as one of the most swarm intelligence algorithms is given a detailed
description which will be used in other chapters to solve practical problems. ICA
possesses some empires (sub-population) simultaneously and among them competition
and collaboration are existed. So ICA performs global search well by parallel searching.
It has been used extensively to solve different kinds of optimization problems and has
gained huge popularity in a relatively short span of time all over the world. Finally, the

construction of this thesis is explained.

In Chapter 2, gene expression profiles which represent the state of a cell at a
molecular level could likely be important help in the progress of classification platforms
and proficient cancer diagnoses. Therefore, it is crucial for selecting highly pathogenic
genes which called feature genes, from the large number of gene expression data. Due

to the intrinsic intractability of gene expression data included the high dimensionality in



comparison to the limited size of samples, noisy genes and irrelevant genes, so it face
difficulties in selecting a small subset of informative genes from the data for cancer
classification. Hence, we attempt to apply ICA with parallel computation and faster
convergence speed to select the least number of informative genes that are related to
detect and classify cancer in this paper. Fuzzy job-shop scheduling problems (FIJSPs)
with various imprecise factors are a category of combination optimization problems
known as non-deterministic polynomial-hard problems. Timely solving a FISP is very
important in the management, industry and economy. So we also utilize ICA to process

FJSP for the optimal scheduling sequence.

In Chapter 3, | firstly attempt to apply ICA on gene expression data for feature
selection. A hybrid ICA combined with information entropy, called as ICAIE is
presented. In the proposed algorithm, we utilize information entropy to locate genes and
the roulette wheel selection mechanism to avoid the informative gene excessively
selected. This mechanism will speed up the convergence speed of the algorithm.
Assimilated mechanism using different genes learning technology promotes the
evolution of the colonies. At the same time, fitness evaluation function considered the
classification accuracy and the number of selected genes is given. The proposed
algorithm was tested on 10 well-known benchmark gene expression data sets having
dimensions varying from 2308 to 12600. Experiment results proved the performance of
the proposed algorithm is superior to the conventional version of binary particle swarm

optimization (BPSO) in terms of classification accuracy and convergence speed.

In Chapter 4, ICA with faster convergence for feature selection using gene

classification, however, ICA same as the other evolutionary algorithms is sensitive to



the selection of the initial population and do not guarantee the global optimum value.
Therefore, it may converge to a local optimum if the initial population is not properly
chosen. In order to overcome this drawback, we propose an improved binary ICA
(IBICA) with the idea that the local best city (imperialist) in an empire is reset to the
zero position when its fitness value does not change after five consecutive iterations. At
the same time, Baldwinian learning (BL) mechanism is introduced into assimilation
operation instead of all different genes learning mechanism. This technology can be able
to use information from environment by BL, i.e., from imperialist and avoid local
optimum by scale factor. If the guide antibody is already near global optimal, such
learning is very effective to accelerate the convergence speed, and meanwhile to greatly
improve the average quality of the solutions and avoid extremely learning. Then IBICA
is empirically applied to a suite of well-known benchmark gene expression datasets for
testing the performance of the proposed approach. Experimental results show that the
classification accuracy and the number of selected genes obtained by the proposed
method are superior to other previous related works.

In Chapter 5, a hybrid algorithm ICATS combining discrete imperialist competition
algorithm (DICA) and tabu search (TS) is proposed to solve Fuzzy job-shop scheduling
problems (FJSPs) with fuzzy processing time and fuzzy duedate. The objective function
is maximizing the minimum agreement index which is on the basis of the agreement
index of fuzzy duedate and fuzzy completion time. In the proposed algorithm, DICA
conducts the global search and TS performs the local search. The imperialist is used to
guide the colonies in the same empire. So local search approach based on TS is applied
to the imperialist to perform fine-grained exploitation. In order to enhance the

information interaction between the empires, one-point crossover operator is used on



two imperialists which is embedded in the hybrid algorithm. 6 X 6 and 10 X 10 FJSPs
with fuzzy processing time and fuzzy duedate are tested in this chapter. Experimental
results demonstrate the superiority and feasibility of the proposed algorithm.

In Chapter 6, some general remarks will be presented to summarize the
contribution of this paper and future trends which will be given for other researchers to
do future works. All of these things can benefit scientists to utilize ICA for solving

NP-hard problems in the future.
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