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Abstract

The long term scope of our research is to develop objective evaluation methods for automatically assessing and improving Quality of Experience (QoE). In order to accomplish this goal, we need to identify the relationship between the activity of facial muscles and perceived image degradation. This crucial relationship is still completely unknown and that is why at this stage we are focusing on understanding and quantifying this relationship by using subjective assessment methods.

In this paper, we demonstrate the relationship between facial muscle activity and the subjective assessment score of image quality, by using Facial Electromyography (fEMG). We physically measure facial muscle activity and then obtain subjective scores of image degradation from subjects through questionnaires. By establishing a relation between these two results, we can assemble a MOS prediction method, by using regression analysis. Stepwise regression analysis has been conducted on an individual basis for each subject from the point of view of QoE. We do not need or attempt to average or deduct statistical models from our experiment, but rather identify specific relations between facial muscle activity and the sensation of image quality degradation.

Results show that if image quality is degraded, the activity of some muscles increases. The regression equation obtained has shown good results. We then advance the model further by introducing Image Entropy - a new set of variables, which focuses on the contents represented in the images, and the different features represented, compared to the general look at all images as equal input sets. This helped to significantly improve the accuracy of the prediction model.

By identifying a consistent relationship between fEMG and subjective assessment scores, we argue that Electromyography as a biometric method can be effectively applied in the field of image quality assessment.
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Chapter 1

INTRODUCTION

1.1 Overview

In recent years, research in image quality assessment has been focused on the biological information approach [1]. This approach improves on the traditional questionnaire-based method, which suffers from major flaws caused by the difference in response results and the difference in rating scales between subjects. It has been argued that image quality assessment using biological information is less likely to suffer from these issues [2]. We focus our research on Facial Electromyography (fEMG) for biological information extraction.

In previous research [3,4,5], it has been established that facial expressions contain more emotional essence compared to the tone of voice or the content of spoken message [7]. We used this premise to hypothesize a significant relationship between facial muscle activity and image quality assessment and ultimately improving Quality of Experience [8].

The long term scope of our research is to develop objective evaluation methods for automatically assessing and improving Quality of Experience (QoE). In order to accomplish this goal, we need to identify the relationship between the activity of facial muscles and perceived image degradation. This crucial relationship is still completely unknown and that is why at this stage we are focusing on understanding and quantifying this relationship by using subjective assessment methods.

As can be seen from Figure 1, the current stage of our research has been actively focused on determining the reaction of muscle movements while a subject was observing image quality
degradation. We physically measure facial muscle activity using an electromyograph. At the same time, we asked subjects to assess image quality using questionnaires in order to obtain subjective scores of image degradation. By comparing the results of the electromyogram and voting by questionnaires, we can deduce a connection and assemble a MOS prediction method, by using the regression analysis [9].

Stepwise regression analysis [10] have been conducted on an individual basis for each subject from the point of view of QoE. We do not need or attempt to average or deduct statistical models from our experiment, but rather identify specific relations between facial muscle activity and the sensation of image quality degradation [11].

We have also advanced the model a step further, by introducing a new set of variables - Image Entropy, which focuses on the contents represented in the images, and the different features represented, compared to the general look at all images as equal input sets.

The next step in our research will be to solidify the results obtained through subjective testing, in parallel with more data from electromyography.

![Flow of MOSp prediction](image)

*Figure 1. Workflow of MOSp prediction*

The findings of this study can serve as a new paradigm in future research based on biological input for Image Quality Assessment. It can be used as a base for a multitude of applications that will replace the intrusive method of Electromyography with face detection and image processing or similar approach. Doing so, will help improve Quality of Experience for the users, which is the ultimate goal of Image Quality Assessment research.
1.2 Research Scope

The current study and its findings would have not been possible without a thorough examination of Image Quality Assessment (IQA), both subjective and objective, in order to identify the weak points on which research can improve upon. We have started with a wide scope, by scrutinizing current methodology and applications. The vast majority of IQA methodology is based on digital input, by focusing on image and video processing to assess quality, in order to develop quality improvement technology. Several years ago, biological information input has been proposed as a way to cover the lapses of existing technology and perhaps take IQA to a new level. By narrowing down our research on Facial Electromyography, our research has shifted to neuroscience in order to examine the possibility of applying this technology in the field of IQA. After a methodical examination of Facial Electromyography and its current applications, we have debated that it is probable that a connection can indeed be established. We have set out to implement this theory and test the relationship between facial electromyography and IMQ during our research. The main focus of our research was to conduct various experiments, develop algorithms for processing the results and lastly examine test results of by different methods of analysis. We have concluded that the statistical method of Stepwise Regression Analysis would provide the most accurate results relative to the data collected. The results show a promising new technological achievement that can have many useful applications in the field of IQA.

1.3 Organization

This paper is organized into eight chapters, each focusing on a specific topic. Besides the Introduction in Chapter 1, which offers a brief overview, we start with Chapter 2 - an in-depth examination of Image Quality Assessment, subjective and objective approaches, which will serve as the basis for further research. Chapter 3 examines the different biological input methodologies discovered so far, introduces the novel approach of biometrics to the field of Image Quality Assessment and prepares the set for our experiments. Chapter 4 is dedicated to the base technology used in this research - Facial Electromyography, and its impact on the methodology examined. In Chapter 5 we describe the experimental process in details. The results and analysis are detailed in Chapter 6, and a performance improvement is proposed in Chapter 7. Chapter 8 provides an insight into the conclusions and future research objective.
Chapter 2

IMAGE QUALITY ASSESSMENT

2.1 Introduction

Image quality can be defined as the characteristic of an image that evaluates the image degradation perceived by someone when compared to the original or perfect image. The quality here can also be understood as the subjective measure of how precisely or faultlessly something is represented in an image and whether the image contains faulty degradation that flaws the quality of said image. These degradations are caused by some amounts of distortion or artifacts introduced by imaging systems onto the signal.

Image Quality Assessment is a field of study focused on determining and improving the quality of images in order to meet up to the standards for the user quality expectations.

A list of attributes is detailed in Table 1 for image quality analysis, divided into four types (artifactual, preferential, aesthetic or personal) and scores them on a -1, 0, and +1 scale for three characteristics [129]:

1. Amenability to objective description (+1 : straightforward, 0 = difficult, -1 = nearly intractable);

2. similarity of first-party and third-party assessments (+1 = strongly correlated, 0 = partially correlated, -1 = nearly uncorrelated, );
3. degree of dependence on imaging system properties (+1 = strongly influenced, 0 = somewhat influenced, -1 = minimally influenced).

An attribute is specifically important if it has +1 scores for each category, making it objectively tractable, experimentally accessible, and pertinent to imaging system design. As an overall measure of suitability for analysis, 3 scores for each attribute are summed in the Total Score. There is a strong correlation between these attributes that are most amenable to objective description, most easily investigated experimentally, and those influenced by imaging product design [12].

Table 1. Image quality attributes

<table>
<thead>
<tr>
<th>Attribute by Type</th>
<th>Objective Tractability</th>
<th>1st/3rd Party Correlation</th>
<th>System Dependence</th>
<th>Total Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artifactual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsharpness</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+3</td>
</tr>
<tr>
<td>Graininess</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+3</td>
</tr>
<tr>
<td>Redeye</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+3</td>
</tr>
<tr>
<td>Digital Artifacts</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+3</td>
</tr>
<tr>
<td>Preferential</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colour balance</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+3</td>
</tr>
<tr>
<td>Contrast</td>
<td>+1</td>
<td>0</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>Colourfulness (saturation)</td>
<td>+1</td>
<td>0</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>Memory Colour Reproduction</td>
<td>+1</td>
<td>0</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>Aesthetic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lighting Quality</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Composition</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Personal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preserving a cherished memory</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td>Conveying a subject’s essence</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-3</td>
</tr>
</tbody>
</table>
The scoring in Table 1 is coarsely quantized and may be subject to debate, however the general trend evident in the table is quite compelling, and would only be made stronger by the inclusion of a more extensive list of image quality attributes. Previous research [11] shows that there is a strong correlation between the attributes artifactually or preferentially in nature, those susceptible to objective description, those that could be studied through third-party evaluation, and those that are considerably affected by imaging system design. The attributes in agreement with these criteria assemble near the maximum total score possible. Personal attributes show the opposite behavior, and the total scores are at the low end of the scale. On the other hand, aesthetic attributes goes in a middle tier. This division of attributes into three tiers implies that a slightly restricted working definition of image quality is to be adopted, based on third-party assessment. The quality of an image is defined as an impression of its merit or excellence, as seen by an observer whom is not associated with the act of photography, or closely concerned with the subject matter.

This particular definition of image quality based on third-party assessment [11], captures the artifactual, preferential and aesthetic aspects, but excludes personal attributes. The included attributes are mostly traceable, experimentally accessible and important in system design. With broader concepts of image quality and customer satisfaction, the so defined image quality will correspond well but will be predominantly free of the ambiguities related to the personal attributes. Although these excluded attributes can generate significant discrepancies in individual evaluations, distributions of assessments for observers and collections of images should be similar.

Therefore, while excluding all attributes affecting a photographer’s satisfaction with an image, third-party image quality is well-defined and practical. So, taking all these into considerations, image quality might be usefully quantified.

### 2.2 Quality of Experience and Quality of Service

This section aims to provide a better understanding of Quality of Service (QoS) and Quality of Experience (QoE) in the context of Image Quality Analysis, which is our main research field.

Today millions of users are consuming a huge amount of media, over television and computer networks. Social websites like Facebook, Youtube, Instagram and hundreds more are facilitating image and video exchange on an unprecedented scale. In technical terms, any amount of data shared over the Internet will be turned into small packets to enable the transmission of data packages, which is then distributed and processed back for display to the user. In this paper, we focus our attention on still images and moving images (video) and their impact on users and their experience as viewers of images (Quality of Experience). Images and video are compressed to reduce the size in order to ease the transmission of data through networks. Unfortunately, this process will cause degradation of the
image quality in the form of noises because of the loss of information during the compression process, leading to lower Quality of Service.

Previous studies on QoS have that it represents the characteristics that are crucial to actualize the service the users expect it to be. Since there are many layers that contribute to the actual end-to-end level of service [13], there are numerous ways to describe the QoS for each layer [14]. Also, the management components of the architecture maps the QoS so there would be no need for the user to do any mapping of the QoS parameters into the parameters of the layers underlying the whole system. This allows the users to designate the QoS essentials effortlessly.

When too much data is transferred over the network, some areas face serious problems of network congestion and its quality of service decline. This deterioration of the quality of service leads to many networking implications including the loss of packets during data transmission. This also leads to the degradation of the quality of the transferred image data and consequently reduces Quality of Service.

The long term scope of our research is to develop objective evaluation methods for automatically assessing and improving QoE. In order to accomplish this goal, we need to identify the relationship between the activity of facial muscles and perceived image degradation. This crucial relationship is still completely unknown and that is why at this stage we are focusing on understanding and quantifying this relationship by using subjective assessment methods.

Furthermore, based on previous studies [15], QoS plays a crucial role in the case of end-to-end service. Since network functionalities corresponds to each service according to their requirements, the management of network traffic and the differentiation of service are closely related to the QoS structure. The higher the QoS of every layer in the service, the better the overall service itself. The better the overall service is, the better the service provided to the end-user. In other words, in order to ensure that the user can have a pleasurable experience while using the network service, we need to ensure that a good end-to-end QoS can be provided. How the end-user perceive this service quality is defined as QoE [16].

Through the use of this feature, in the case of the service provided to the user who is the final recipient, meaning as in end-to-end, it is possible to control the QoE. Here, the relationship between the QoS and QoE [17, 18] is shown in Figure 2. While QoS is a physical quantity that represents the IP network and the nature of the line, QoE is the quality that the user actually felt towards the provided services.
To overcome the problem of information transportation, a new network service known as the New Generation Network (NGN) was introduced. According to International Telecommunication Union Telecommunication Standardization Sector, ITU-T [19], the definition of Next Generation Network is the following:

“A Next Generation Network (NGN) is a packet-based network able to provide services including Telecommunication Services and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-related functions are independent from underlying transport-related technologies. It offers unrestricted access by users to different service providers. It supports generalized mobility which will allow consistent and ubiquitous provision of services to users.”

From this definition, we derive that NGN architecture is a packet-based transfer network service and has a vital key feature of separating the main functional levels. In other words, NGN separates the service layer, transport layer and control layer on a horizontal platform so that the layers can be technically and commercially be provided by different market players. Thus, to ensure overall service interoperability, we need to make sure that no problems occur in the interconnection between all functional levels and that the linkage is possible in an adequate manner at all times.

In a conventional IP network, the upper limit of the packet loss and the lower limit of the communication bandwidth is not compensated, so the quality of communication may decrease due to network congestion. Meanwhile, NGN has a characteristic feature that is capable of controlling the network QoS. In other words, NGN is a network that can keep the classified bandwidth, and packet loss to a variation within the scope of a certain range.
During the transition to the NGN, the service control of QoE in IP networks’ has been studied and it is found that the possibility to control the QoE in the services provided on the NGN future is required. As a mean of controlling the QoE, the degree of coding and coding scheme for each user is changed and the distribution of the content that satisfies the user even a little has been considered. In addition, to deliver the contents that satisfy every each one of the users, the ideal encoding control is the encoding control that is performed by taking into consideration of the individual characteristics of individual users [20]. Therefore, in order to meet the complex demands of a user in the IP network and control the QoE, indicators for assessing the QoE becomes necessary. In order to assess the QoE, previous research on quality evaluation of multimedia delivery services has been carried out, evaluation experiments and the like due to the subjective evaluation method has also been studied [21, 22, 23].

In addition, NGN’s most relevant characteristic to our field of study is the NGN’s capability to control the quality of service offered to end-users. The NGN service is a service which revolves around the user or customer making it a customer-centered approach. This is different from the conventional internet service approach where the main focus was the technology used in the service. This NGN’s major change of approach requires the management to play an important role as important as that of the technology itself to enable a smooth management of the customers.

A study on NGN in 2008 has stated that, in an NGN environment, the management of the network is controlled by the subscription and requested service of the customers [24]. In other words, when the network receives a customer request for a service, the network will assign the service quality. Moreover, in the case of network congestion, the service priority will then be used for traffic engineering to control the service quality provided to the customer.

2.3 Subjective Image Quality Assessment

2.3.1 Background

The subjective image quality assessment method comes from a large group of psychometric scaling methods that were used to measure psychological attributes [25]. One attribute that describes the inclination for a certain image rendering is image quality. The significance of image and video quality had been focused mainly on video compression and transmission applications, which in turn, leads to some recommendations for the design of quality assessment experiment [26, 27, 28]. These studies describe various experimental procedures, viewing conditions, display calibration parameters and the methods for experimental data processing. The aim of these experimental procedures is to find scalar-valued “quality correlate” that would point out the deterioration level (in case of video quality)
or overall quality. There is a work discussing how to interpret such quality in the context of rating rendering methods [29], and it also focused on a usually neglected topic in the quality assessment literature which is statistical testing. The standards, for example in [26], describe the detailed procedures but lacking wider context, statistical background and are limited to the suggested techniques. One can find more information on the scaling methods used for image quality assessment in [30] and [31]. An example is psychometric methods which is not new to computer graphics. Recent SIGGRAPH courses, such as [32] and [33], indicate the increasing interest in them. This method had been used to scale a light reflection model in a perceptually meaningful space, or to find the best set of parameters for tone mapping [34] or color correction [35].

Another application of experimental methods (the most outstanding), is comparison and validation of the results produced by graphics algorithms. While there are an increasing number of publications that accompany quality comparison studies, there are also work solely on comparison of existing methods, like tone mapping operators [36, 37] or image retargeting methods [38]. However, these studies benefit little from the research that has been dedicated to image quality assessment. Work devoted to comparing subjective quality assessment methods is comparatively small. A few examples, such as Dijk et al. [39]; compared the direct ranking method (category scaling) with similarity judgments (functional measurement) and found that the results of direct ranking can be biased when the evaluated distortions are of a very different nature [40], compared eight direct rating methods and confirmed very high correlation between their results.

There are commonly four types of quality assessment experimental methods that show the broad spectrum of experimental procedures and they are the “Single stimulus categorical rating”, the “Double stimulus categorical rating”, the “Ordering by force-choice pairwise comparison” and lastly the “Pairwise similarity judgments methods” [29], which will be detailed later in this chapter.

2.3.2 Image quality evaluation technology using questionnaire/surveys

In the subjective evaluation method using a questionnaire, human subjects are asked to observe image or video contents and evaluate quality according to some criteria. In order to obtain the evaluation value for the image, this subjective evaluation experiment needs to be carried out.

For such methodology, all experiment planning and implementation, including presentation method of the image to be evaluated, the selection of appropriate measures to evaluate the target image and the adjustment of the experimental environment, requires laboratory equipment and expertise in order to conduct effective experiments [41, 42]. All specifications and recommendations for conducting questionnaire-based tests are detailed in in the ITU’s BT.500 [43].

There are two types of subjective evaluation methods that can be broadly divided into relative evaluation and absolute evaluation. The absolute evaluation presents only the content to be evaluated,
and to assess the quality absolutely. In contrast, in relative evaluation, the quality is evaluated relatively by comparing the content to be evaluated and the reference content which is the evaluation criteria.

The two methods are defined as Absolute Evaluation Method, or Absolute Category Rating (ACR) and the Degradation Category Rating (DCR). Both methods will be explained further in this chapter. In our study, the method used is the ACR, which will allow us to synchronize the results of the subjective tests, with the data acquired through Facial Electromyography.

2.3.2.1 ACR Rating

ACR method, as shown in Figure 3, presents only the degraded image to a subject. The single stimulation method (described further in Chapter 2.3.3) is applied here to obtain the absolute evaluation of the contents. In ACR, for each content to be evaluated, the subject is required to choose one of the scores from the five-stage rating scale, as shown in Table 2. The scores for the evaluation content are used as the Mean Opinion Score (MOS) in dealing with the average value between the subjects.

Figure 3. Presentation method of the ACR method
2.3.2.2 **DCR Rating**

As shown in Figure 4, subjects are presented with contents in pairs of the reference contents which is the evaluation criteria and the contents to be evaluated. This one pair of contents will be presented continuously one after another in the duration of 10 seconds. The subjects are then required to evaluate the contents by choosing from the 5-steps interference scale as shown in Table 2.

In DCR, during the evaluations, the subjects are required to look at the reference contents first so that the order effect that happens in ACR can be suppressed.

Eventually, the evaluation scores are dealt the same way as ACR’s MOS but in order to distinguish it from the ACR method, the DCR’s evaluation scores are called Degradation MOS (DMOS). Since the DCR method uses the comparison of the evaluation of the paired contents, the deterioration can be more sensitively evaluated than the ACR method. Therefore, when using evaluation contents with small coding degradation, DCR method is suitable than the ACR method. However, in DCR, since it is necessary to view a pair of contents to evaluate a single content, it will take 2 times longer than the ACR method to obtain the evaluation value for the same number of contents.

**Figure 4. Presentation method of the DCR method**

2.3.3 **Single stimulus method**

In the single stimulus categorical rating method, an image is displayed for a short and fixed time. Then, the observer rate the image based on these five categories; excellent, good, fair, poor or bad. Although the five-point Likert-type scale is an approach commonly used for scaling responses, some methods prefer continuous instead of categorical scales to avoid quantization artifacts. All images,
including reference images, are shown in random order one at a time. There is no time limit during voting but no image is shown during that voting time.

2.3.4 Double stimulus method

Double stimulus categorical rating is analogous to the single-stimulus method. There are two types of double stimulus categorical scale which are Double Stimulus Continuous Scale (DSCQS) and Double Stimulus Impairment Scale (DSIS) [44], in which we used the latter for our research. In DSCQS, subjects are shown multiple sequence pairs consisting of a ‘reference’ and a ‘test’ sequence. The reference and test sequence are presented twice alternately, and the order of the two are chosen randomly for each cycle. Subjects will not be informed which one is the reference and which one is the test image. They rate each image on a continuous quality scale ranging from ‘bad’ to ‘excellent’. On the other hand, in the DSIS method, the reference is always shown before the test sequence and neither is repeated. Subjects rate the amount of impairment in the test sequence on a five-level scale rating, ranging from ‘very annoying’ to ‘imperceptible’. The DSIS method is relevant for evaluating clearly visible impairments such as artifacts caused by transmission errors [44].

In this method, subjects are presented with contents in pairs of the reference, which is the evaluation criteria and the contents to be evaluated. This one pair of contents will be presented continuously one after another in the duration of 10 seconds. Subjects are then required to evaluate the contents by choosing from the 5-steps interference scale as shown in Table 2.

<table>
<thead>
<tr>
<th>Score</th>
<th>Degradation Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Imperceptible</td>
</tr>
<tr>
<td>4</td>
<td>Perceptible</td>
</tr>
<tr>
<td>3</td>
<td>Slightly annoying</td>
</tr>
<tr>
<td>2</td>
<td>Annoying</td>
</tr>
<tr>
<td>1</td>
<td>Very annoying</td>
</tr>
</tbody>
</table>

This method will be used on our testing, as it translates the results in the closest match with the results provided by Facial Electromyogram.
2.3.5 Force-choice pairwise method

In ordering by force-choice pairwise comparison method, observers are shown pairs of same images corresponding to different conditions and asked to choose which of each pair is of higher quality than the other. Even if they don’t see any difference between the two images shown, they must choose one, thus a forced-choice design. Like single-stimulus categorical rating method, there is no time limit or minimum time when making the choice. And comparing to rating methods, it is more likely to be accurate because of the straightforwardness. However, it also requires more trials to compare each possible pair of conditions.

In the Forced-choice methods images are rated according to quality, but it does not indicate the difference between the images. Compared to the pairwise similarity judgment methods, observers are asked to mark which image they prefer and indicate on a continuous scale how large the difference in quality is between the two images. If they see no difference in quality between the two images, they can choose to put the marker in the ‘0’ position. The ranking of the image is decided by the position of the marker, whether if it is more on the left or right side of ‘0’. If the position of marker is at ‘0’, the images are ranked randomly.

2.3.6 Pairwise similarity judgements

While the forced-choice method orders images according to quality, it does not tell how different the images are. In pairwise similarity judgments, observers are not only asked to mark their preference, but also to indicate on a continuous scale how large the difference in quality is between the two images (see Figure 5). Observers can choose to leave the marker in the ‘0’ position if they see no difference between the pair. The sorting algorithm used for the pairwise comparisons can also be used for the similarity judgments. The position of the marker (on the left or right side of ‘0’) decides on the ranking of the image pair. If ‘0’ is selected, the images are ranked randomly.

2.3.7 Method comparison

The four subjective image quality assessment methods are shown side-by-side in Figure 5, in order to picture the timeline and differences between each method. In our experiments described in Chapter 5, we will use the Double Stimulus Method, because it will provide results that are comparable to data acquired through facial electromyography.
2.3.8 Application and Shortcomings

There are many examples in which the subjective image quality approach is the best solution, as its results are acquired directly from the people, which are the ultimate judges of image or video quality. From this point of view, subjective assessments have been used originally in the development of any other objective or computer-based algorithms for image quality assessment. The efficiency ranking of such methods have to be directly compared with the original assessments taken through questionnaires, or other subjective methods.

The subjective approach is applied, for example, when investigating aerial image quality. It is important to predict the quality potential of an aerial imaging system, produce aerial photographs of the best quality possible, and also to be able to assess the quality of image at hand. Image quality demands have been investigated for different applications of stereoscopic evaluation, namely block triangulation, large and small scale topography map compilation, profiling and DEM measurement, ortho-photo generation and image interpretation. The investigation was made in the form of a questionnaire, directed to stereo operators. The evaluation is conducted in real working situations, with the images adjusted in stereo instruments. Experienced stereo operators judged the quality of image pairs in subjective scales for contrast, sharpness, granularity, interpretability and overall...
quality. The results varied with different applications. Subjective assessments are being used to derive frequency weight functions for integration of modulation transfer functions into image quality marks.

Its advantage obvious at a first glance, the subjective approach, one of the shortcomings of subjective assessment is that it is cognitive mediated, which is depended on the observer. For example, users find significantly lower media quality acceptable when a perception of financial cost was attached to the level of quality [45], which in fact has been determined to be unsatisfactory in a number of experimental and field studies. Another finding is that when the task being performed is difficult, the same video quality receives lower ratings. This proves users’ subjective assessment of quality can be influenced by contextual variables [45].

Subjective approach is an approach that collects direct responses from users. Because of that, it is the most convincing approach but because of the same reason, it is also inconvenient, expensive and time consuming [46].

2.4 Objective Image Quality Assessment

The aim of objective image quality assessment research is to design computational models that can predict perceived image quality accurately and automatically. The term predict is used here, since the numerical measures of quality that an algorithm provides are useless unless they correlate well with human subjectivity. This means that the algorithm should predict the quality of an image that an average human observer will report.

Objective image quality measures has great potential in a wide range of application environments. One of the applications of objective image quality measures is they can be used to monitor image quality in quality control systems [47]. For instance, an image acquisition system can use a quality metric to monitor and automatically adjust itself to obtain the best quality image data. Or a network video server can examine the quality of the digital video transmitted on the network to control and allocate streaming resources [47].

Another application of objective image quality assessment is that they can be selected to benchmark image-processing systems and algorithms. For example, if a number of image denoising [46] and restoration algorithms are available to enhance the quality of images captured using digital cameras, then a quality metric can be used to determine which of them provides the best quality results.

Next, objective image quality assessment can also be applied in image-processing systems and transmission systems to optimize the systems and parameters settings. For instance, in a visual communication system, an image quality measure can assist in the optimal design of the prefiltering.
and bit assignment algorithms at the encoder and of optional reconstruction, error concealment, and postfiltering algorithms at the decoder.

Existing methods for image quality assessment are mostly based on simple mathematical methods like the mean squared error (MSE) [34], essentially because of lack of knowledge regarding both the Human Visual System (HVS) and the structure and statistics of natural image. It is also convenient in the context of design optimization, owing to the analytic and computational simplicity of these measures.

Through objective approach, most previous researchers [48] evaluate interpolated frame quality using fidelity metrics. For example, Peak-Signal-to-Ratio (PSNR), a normalized Menu-Square-Error (MSE) between original and processed image, is used to measure the interpolation quality or Structure Similarity (SSIM) metric, which combines luminance, contrast and pixel value correlation comparisons as the quality index [48].

The predictive performance of objective quality assessment in relative to subjective human quality assessment has generally been quite poor. While these methods for quality assessment have found ample use as an analytic metrics for theoretical algorithm design, they have long been thought as rather weak for assessing the quality of real images, processed or otherwise. Up until the last decade, the field of image quality assessment remained in a declining state. Research into image quality assessment was nearly nonexistent thanks to a lack of driving forces in the form of new models for human visual perception of images, or of image formation, natural image structure, and natural scene statistics.

Objective image quality assessment methods are designed to emulate the assessment of human observers. To do so, such automated processes must overcome the drawbacks of the MSE and other $l_p$ norms. There are multiple image quality measures currently available, even though it there is no certain defined classification of all methodologies. In general, there 3 types of information that can be used for designing image quality assessments: information about the “original image”, information about the distortion process, and information about the Human Visual System (HVS).
2.5 Comparison and Analysis

In Table 3 we summarize the strengths and weaknesses of the two image quality assessment methodologies, by underlining the most important characteristics relative to each other.

Table 3. The strengths and weaknesses of objective and subjective approaches

<table>
<thead>
<tr>
<th></th>
<th>Objective approach</th>
<th>Subjective approach</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strengths</strong></td>
<td>Complexity is reduced</td>
<td>Complexities of the social world can be explored</td>
</tr>
<tr>
<td></td>
<td>Casual connections are more easily made</td>
<td>Deeper meanings may be uncovered</td>
</tr>
<tr>
<td></td>
<td>Suited to the study of behavior rather than strategic intentions</td>
<td>Reluctance of entrepreneurs to report may be overcome</td>
</tr>
<tr>
<td></td>
<td>May uncover the deeper meanings of strategic intentions</td>
<td></td>
</tr>
<tr>
<td><strong>Weaknesses</strong></td>
<td>Conclusions may be simplistic</td>
<td>Research may conclude without any clear findings or contribution to practice or policy</td>
</tr>
<tr>
<td></td>
<td>Nuances or explanations outside conceptual framework may be ignored</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not suited to finding the deeper meanings of strategic intentions</td>
<td></td>
</tr>
</tbody>
</table>

For most image-processing applications, the best and most reliable method for assessing image quality is by subjective evaluation, because people are the ultimate receivers in most image-processing applications. The mean opinion score (MOS), a subjective quality measure that requires the direct involvement of a number of human subjects, is still regarded as the best method of image quality assessment. However, the obvious downside of subjective assessment is that MOS method is expensive and relatively slow for many applications.
Chapter 3

BIOMETRIC APPROACH

3.1 Image Quality Evaluation Techniques Using Biometric Information

Biometric information refers to any signal information output from the human body, such as brain waves, body temperature, electrical signals, fingerprints and others. Biological information is collected and analyzed for various scientific applications in a wide variety of fields. In recent years, biological information input has been proposed as a new paradigm in the field of Image Quality Assessment, previously using image, video or computer-based methods exclusively as the method of input. By analyzing the biological information in parallel with subjective image quality assessment, we propose a new approach in assessing image quality with great prospects for further development.

Other studies have been focused on the assessment and enhancement of fingerprint quality [50], the assessment and enhancement of the quality of biometric data regarding irises [51], and face quality assessment and enhancement [52, 53, 54, 55, 56, 57, 58]. In all researches, the algorithms proposed to enhance and assess the biometric data are different and unique.

During our experiments (Chapter 5), we measure and analyze biometric information in the form of electric signals produced by facial muscles, which will later be compared with results produced by a subjective assessment procedure.
Previous research conducted [59], including by our own team at MICT Laboratory, University of Toyama, have produced good results in using biometric information in the field of image quality assessment, and will be described further in this chapter.

3.2 Cerebral blood flow (NIRS Technology)

Cerebral blood flow (CBF), is the blood supply to the brain in a given time. In an adult, CBF is typically 750 milliliters per minute or 15% of the cardiac output and is tightly regulated to meet the brain's metabolic demands. Cerebral blood flow is determined by a number of factors, such as viscosity of blood, how dilated blood vessels are, and the net pressure of the flow of blood into the brain, known as cerebral perfusion pressure, which is determined by the body's blood pressure. Cerebral blood vessels are able to change the flow of blood through them by altering their diameters in a process called autoregulation; they constrict when systemic blood pressure is raised and dilate when it is lowered [60]. Arterioles also constrict and dilate in response to different chemical concentrations. For example, they dilate in response to higher levels of carbon dioxide in the blood and constrict to lower levels of carbon dioxide [60].

Because the amount of blood flow varies according to the state of activity the brain, this is used as an index for observing the brain activity. Among others, a method using Near Infra-Red Spectroscopy (NIRS) is widely used in researches [90]. NIRS uses a special device, like the one depicted in Figure 6 (Hitachi ETG-4000), which is used to record cerebral blood activity, information that can be further used in various applications. In the field of image quality assessment, the relationship of blood flow and the amount of oxygenated hemoglobin has been examined [61].

![Figure 6. Hitachi ETG-4000 Optical Topography System](image)
Near-infrared spectroscopy (NIRS) technology, such as that used in pulse oximetry, has been used and trusted in the world of medicine for decades. Several characteristics contribute to its widespread use, including its noninvasive nature, reliability and safety. Another example of NIRS equipment, is the Somanetics' INVOS System [62] which is used to identify hemoglobin and red-colored oxygenated hemoglobin molecules within red blood cells. It can measure the relative amounts of each to determine whether or not there is adequate oxygenation. Since brain cells and organ tissues die within minutes without proper oxygenation, this measurement provides potentially life-saving or life-changing information. When its regional oxygen saturation (rSO2) value shows a change in blood oxygenation toward or beyond threshold levels, the care team can intervene to potentially lessen or prevent complications.

3.2.1.1 O2 Measurement Using NIRS

Near infrared (NIR) light photons penetrate the forehead and/or body tissue of interest to the clinician. After being scattered inside the scalp, brain or tissue, some fraction of the injected photons survive, returning to and exiting the skin (a property called "reflectance"). By measuring the quantity of returning photons as a function of wavelength, we can infer the spectral absorption of the underlying tissue and make some conclusions about its average oxygenation [82].

Human tissue is translucent to NIR photons having wavelengths between about 650 and 1100 nm. To see this first-hand, you can conduct your own experiment by illuminating your own tissues in a darkened room with a common red laser "pointer" used for slide presentations. These laser pointers produce light in the near-infrared band (typically 670 nm). You'll see that this light is easily transmitted through thin body parts (e.g., cheek, ear, fingers, etc.) and a "back-scattered" halo of light can be observed from thick tissues.

In the latter case, light can be seen emerging from the skin at distances of a couple of centimeters from the point of injection (even farther for fatty tissue). In the absence of light absorbing materials, some photons will continue penetrating the tissue to considerable depths before meandering back to the surface at the point where a detector is located. Although this light is readily transmitted through human tissue, the scattering prevents it from being useful for imaging.

What is bad for imaging is good for spectroscopy. The long, tortuous paths taken by the scattered photons make them exceedingly sensitive to the optical properties of tissue. Even small amounts of colored materials ("chromophores") will cause wavelength-dependent absorption of photons which produces characteristic signatures in the spectrum of the emerging light. As early as 1977, Jöbsis reported measuring the absorption spectrum of NIR light passing through the head of a cat and was also able to get enough light through the human brain from temple to contralateral temple to detect an increase in light transmission during hyperventilation.
Coloration of hemoglobin molecules is directly related to the oxygen they carry. The chromophore with the highest absorption in body tissue is in the 280 million, red-colored hemoglobin molecules found within each of the 1013 red blood cells circulating in the blood. It looks red in white light because it absorbs shorter wavelengths (green and blue).

Hemoglobin is of vital importance to us because it transports oxygen from the lungs to the cells of the body which cannot live without it. The exact shade of red of each hemoglobin molecule depends on the amount of oxygen it is carrying, a property that forms the basis of a number of blood oxygenation measurement devices ("oximeters"). Specialized equipment, like the Somanetics INVOS Cerebral/Somatic Oximeter, is used to measure oxygen in brain or tissues directly beneath the sensor using two wavelengths, 730 and 810 nm, to measure changes in regional oxygen saturation (rSO2 index). Surface data from the skin and skull is subtracted out, to produce an rSO2 value for deeper tissues.

3.2.1.2 Detector Spacing and Photon Paths

Most photons reaching the detector will have taken some optimum course through the tissues of interest. Using sensitive photodiode detectors, light can be measured at considerable distances from the point of injection. The greater the separation of source and detector, the greater the average depth of penetration. Photons that happen to meander close to the surface are very likely to be lost out of the skin before reaching a distant detector. Large source-detector spacings are therefore biased against "shallow" photons except in the tissues directly under the source and detector. On the other hand, geometry and absorption also make it unlikely that very deeply penetrating photons will find their way back to the detector. Therefore, mean photon path is neither deep nor shallow, but a moderate curve like a banana or canoe.

From previous studies [63] we learned that the most likely penetration depth is about a third of the spacing between the light source and the detector. They used a tank filled with a liquid scattering material (intralipid) which approximated tissue and noted the changes in light received by the detector, at various source-detector distances, as they inserted and removed small absorbers (black cylinders 2.5 mm diameter by 1 mm thick) at different depths. They reported the same "banana-shaped" sensitivity distributions found by others using both experiments and computer simulations.

Results have shown been confirmed by Hongo et al [64], in the human forehead by injecting a bolus of infrared absorbing dye (indocyanine green) into the internal carotid artery and observing the transient decrease in signals at various source-detector spacings. The larger signals at increasing source-detector spacings indicated deeper penetration into the head and the very short duration of the signals (~5 seconds) verified cerebral circulation as the source.
Dr. Hongo’s validation study was performed by injecting infrared absorbing green dye in the internal and external carotid arteries. The deep and shallow signals changed equally when dye was injected in the external carotid which feeds the external structures. The net difference is close to zero. However, when dye was injected into the internal carotid, providing blood to the cerebral cortex, the deep and shallow signals changed differently, corresponding to the amount of light that reaches the brain.

### 3.2.2 Eye Movement

Another area of interest is the eye movement, which has been developed in various applications, like eye-tracking car mirrors, smart helmets and others. It is possible to observe where people are interested in and holding their focus on by keeping track of and analyzing their eye movements. The eye movements can be separated into two types; in the situation that a person thinks that he wants to look at something carefully, the eye movement will come to a stop, this is called the gaze state and the other condition is when the eyeball darts around quickly called as the state.

In the field of image quality assessment that make use of this phenomenon, it is examined whether there are any differences in the effect of different types of multimedia content source on the fixation point of the line of sight [65].

### 3.3 Conclusions

There are several biometric methodologies which have been recently applied towards the field of Image Quality Assessment [81]. Progress is slow, because it requires specialization in two fundamentally different areas (Neuroscience and IT). A lot of focus has been put on assessing and enhancing biometric data so that they can be significant enough to be used in applications. However, research in this direction is still in its infant state, with great potential for new developments in this area. We believe that the biometric approach provides the framework required for the next big leap in the evolution of Quality of Experience.
Chapter 4

ELECTROMYOGRAPHY

4.1 Background

Electromyography (EMG) is a technique for evaluating and recording the electrical activity produced by skeletal muscles. It is performed using an instrument called an electromyograph and produces a record called an electromyogram, by detecting electrical potential generated by muscle cells. The signals can be used to analyze biomechanics and muscle activity.

The use of electromyography can be applied in areas such as in neurological departments, neurosurgical clinics or research, in orthopedic clinics during spine operations and many more.

Even though the main application of electromyography is in neuroscience, for the first time we have challenged the possibility of applying this technology in the field of Image Quality Assessment. The testing conducted during our experiments has proven a tangible and feasible application in evaluating muscle electro-responses corresponding to subjects’ subjective assessment values.

4.2 Electromyograph

An electromyography device, or electromyograph is able to carry out a great number of neurophysical examinations, they can record, amplify, and measure the bioelectric activity of
muscles and nerves under various circumstances, in which each examination has its own stimulation, recording, display, and evaluation characteristics [66]. The various parameter settings are stored in the machine, and the user could change or even design them again. Electromyograph’s various amplifiers are very sensitive, have a high input impedance, a large bandwidth, and very low noise.

The principal construction of an electromyograph is shown in Figure 7. The central controller, signal processor and the storage of the EMG machine is operated by a personal computer (PC) or microcontroller (MC) and is equipped with a hard disk as data storage, PC monitor with color display, keyboard, and laser printing. The essential components (amplifier, analog-to-digital converter, stimulation units) are integrated into the PC housing. Software processes functions such as averaging, signal delay, programming of the recording programs, and evaluation of the signals. Triggered signals are averaged and processed also by software and this helps to extract small stimulus-related signals from surrounding signal mixture. The delay line delays signals so that signal components produced before stimulus could be displayed. A loudspeaker evaluates the recorded signals acoustically and this is vital for immediate diagnostics because of the characteristic sound images that myographic signal shapes have. The loudspeaker also provides feedback for the subject, so the subject could judge the strength of his relaxation or voluntary contraction.

Figure 7. EEG-9100 on cart with flash lamp assembly and printer
An EMG signal is recorded by electrodes (shown in Figure 8), connected from an electrode junction box, which are attached to the skin overlying a muscle consists of the electrical activity from numerous individual motor units within the detection region and therefore represents the sum of numerous MUAPs, where some are canceled out and others are intensified, as the different motor units are not aligned. The frequency of EMG spans from a few hertz to approximately 500 Hz and spread across a wide range of amplitudes. The characteristics of other electrical signals generated by the body, such as the electrocardiogram and electroencephalogram, and ambient signals, such as 50–60-Hz electrical noise emitted by alternating current (AC)-powered equipment, overlap with the characteristics of the EMG mentioned above.

![EEG disk electrodes](image)

**Figure 8. EEG disk electrodes**

There are several types of surface electrodes, having different advantages and disadvantages [67]. There are generally two types of electrodes. Needle electrodes are inserted into the muscle to be examined, whilst surface electrodes record the electric activity of numerous motor units. The basic difference is that needle electrodes are able to record the activity of a single motor unit or a few units, while the surface electrodes record the electric activity of numerous motor units. The electromyograph contains one or more systems of amplification that can multiply the weak electric potentials recorded from the muscle. For example, if the signal amplitude is 1 microV, 1000-fold amplification reproduces a potential, on the oscilloscope, which has an amplitude of 1 cm. Bipolar Ag/AgCl surface electrodes are most commonly used for the recording of facial EMG in psychological experiments [68]. By using two contact surfaces, bipolar surface electrodes measure the voltage difference between two closely spaced locations. A differential amplifier takes the difference in electrical potential between the two signals and amplifies it. This difference signal is referred to a third signal obtained from a monopolar reference electrode or ground, which is located...
at an electrically neutral place (for facial EMG, usually the middle forehead, but earlobes are also an option). By referring the signal from the two measurement electrodes to the reference electrode, the rejection of extraneous electrical signals mentioned above could be carried out, because these signals, are picked up by the reference electrode as well. Then the differential amplifier rejects signals that are common with respect to the reference electrode, and only the difference in potential between the bipolar electrodes is retained. The amplitude of the recorded signal depends on a few things such as the muscle fiber diameter, the distance between the fiber and detection site, and electrode properties. Basically a larger surface area allows better measurement, as independence is lower. But when facial EMG is measured, electrode size be kept small because; one, the larger the surface, the more likely is it that activity from other muscles is recorded as well ("cross-talk"), and two, the larger electrodes may interfere with the movement of the face.

The best way is to place the two electrodes near the middle of the muscle, on a line parallel to muscle fiber [107] to get the best result. The head and face have over 30 bilaterally symmetrical muscle pairs. One challenge is where to place an electrode so as to have a good measure of the muscles’ activity in combination with as little cross-talk as possible from other muscles.

To match numerous purposes, EMG machines are built of system components in a modular way. They vary in relation to the number of channels and the number and type of stimulators, software, and storage medium.

### 4.3 Facial Electromyography

Facial (mimetic) muscles are muscles that control facial expressions and the device used to measure the activity of mimetic muscles is called facial electromyography. Facial electromyography (fEMG) has a few advantages such as it is a precise and sensitive method since it does not depend upon languages nor does it require cognitive effort or memory. fEMG is also capable of registering responses even when subjects were instructed to not show any emotional expression. Moreover, fEMG is less intrusive than other physiological measures like fMRI and EEG [68]. This technique also yields a lot of data, is continuous and scalar (hence more credible).

Striated muscles are groups of bundles of individual muscle fibers. They are packed with myofibrils, with interdigitated sets of the proteins actin and myosin. Muscle contraction happens when small extensions of myosin protein (the “cross-bridges”) pull actin over the myosin, which happens when calcium is released. Groups of activated muscle fibers are called “motor units” [75]. Each motor unit is innervated by a single motor axon. When a motor neuron is activated, all of the muscle fibers in that motor unit are enervated. During muscle contraction, the conduction of action potentials along
the muscle fibers (in other words, the motor units) causes electrical potential, and EMG records these changes (motor unit action potentials, or MUAPs).

Facial EMG gives many advantages for the measurement of facial behavior. Especially, because of the high temporal and spatial resolution of facial EMG, the measurement of fleeting and subtle movements, which may easily escape the naked eye, could be detected.

However, the use of facial EMG requires researcher to specify in advance which muscles will be of interest in a given context. For certain applications this requirement is not a problem but if facial EMG is used to assess emotional expressions, the potential for misidentification is higher.

4.4 FEMG Advantages and Considerations

Facial EMG has a lot of advantages compared to other biometric methods described in Chapter 3:

- Facial (mimetic) muscles control facial expressions
- fEMG is a precise and sensitive method
- Does not require cognitive effort or memory
- fEMG does not depend upon language and does not require cognitive effort or memory.
- fEMG is capable of registering the response even when subjects were instructed to inhibit their emotional expression.
- Yields a lot of data and is continuous and scalar (hence more credible)
- It is able to measure facial muscle activities to even weakly evocative emotional stimuli
- Less intrusive than other physiological measures like fMRI and EEG.
- Like other physiological measures, facial EMG measurement technique is often the only useful approach when movement is not visible.

It is because of the multitude of benefits of this technology, at the initial stage of our research, we have estimated that Facial EMG will be the best method for understanding the relationship between biometric information and subjective image quality assessment. Following the course of our investigation, the method proved to have better than expected results, which will be explained in Chapter 6.
Chapter 5

EXPERIMENTAL PROCESS

5.1 Purpose

The goal of our experiment is to test and established a connection between subjective image quality assessment methodology and the results obtained by facial electromyography. In order to accomplish this goal, we conduct a series of questionnaire-based tests, while at the same time capturing subjects’ facial muscle responses to images. Testing should be scalable and provide examinable results. The complete experiment procedure will be explained in this chapter.

5.2 Settings and Preparations

We have tested a total of 8 subjects during the first phase of our experiment. All subjects participated on a volunteer basis, for the purpose of scientific research. Testing was conducted in the specially-equipped laboratory, at the Media and Information and Communication Technology Laboratory, Faculty of Engineering, University of Toyama, Japan.

Before conducting the experiments, each participant was carefully instructed on the proceeding and safety guidance. Any discomfort, or inability to follow our instructions would allow the subject to
discontinue the experiment. During our testing, we have not received any complaints or premature termination at any phase of the experiments.

Each subject took part in the experiment separately, seated in front of a 32 inch LCD display and followed the testing procedure, which will be detailed below. The viewing distance and test image specifications are detailed in Table 4.

<table>
<thead>
<tr>
<th>Table 4. Conditions of the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
</tr>
<tr>
<td>Luminance</td>
</tr>
<tr>
<td>Display</td>
</tr>
<tr>
<td>Viewing distance</td>
</tr>
<tr>
<td>Image resolution</td>
</tr>
<tr>
<td>Encoding</td>
</tr>
<tr>
<td>Number of images</td>
</tr>
</tbody>
</table>

5.3 Electromyograph

For the testing platform we have used the EEG-9100J/K (Neurofax μ) Electromyograph (shown in Figure 7, Chapter 4.2), manufactured by Nihon Kohden [69] – a world leading manufacturer of high quality electroencephalographs. The equipment set includes a Windows-based laptop PC, a photo control unit, an electrode junction box, disk electrodes and a flash light assembly (as shown in Figure 7). The included software provided with the Neurofax μ can perform a number of EEG monitoring and processing tasks, including 8 channel DSA trendgraph, Digital video option, EEG Examination Support software, Voltage mapping, EEG central monitoring, Automatic photic stimulation and others.

5.3.1 fEMG Installation

During the preparation stage, we attached 17 electrodes from the junction box of the EEG9100 electromyograph (see Figure 9) to the skin of the subject’s face. The attachment was adjusted to the required positions for recording electrical signals from 6 facial muscle groups (explained further in this chapter). The electrode map (Figure 10) provided specific position and connection requirements. The electrical signals generated by muscle flexing are transmitted through the electrodes back to the
computer for signal analysis, by the EEG software. This allowed us to record muscle activity during the experiment and develop our theory.

![Electrode junction box](image)

**Figure 9.** Electrode junction box

![Electrode map](image)

**Figure 10.** Electrode map

The fEMG measurement area is comprised of six muscle groups, as shown in Figure 13:

1. Venter Frontalis (M1)
2. Corrugator Supercili (M2)
3. Orbicularis Oculi (M3)
4. Zygomaticus Major (M4)
5. Orbicularis Oris (M5)
6. Masseter (M6).
These muscles are closely associated with the formation of facial expressions as described in previous studies \[70\]. We argue that the examination of these specific muscles’ reaction to image quality degradation will provide the factual proof in our theory.

The ground was attached to the forehead area (Figure 11) and fEMG was derived in the bipolar lead. The sampling frequency used was 1 kHz.

### 5.4 Questionnaire Voting

The questionnaires used in the actual experiment are presented in in Figure 12. The grading scale used for voting is detailed in Table 5. We have asked subjects to look at various images and rate the quality and degradation. The results have been used to test our theory.

<table>
<thead>
<tr>
<th>Score</th>
<th>Image quality assessment vote</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Good quality, degradation imperceptive</td>
</tr>
<tr>
<td>4</td>
<td>Degradation perceptible, but not annoying</td>
</tr>
<tr>
<td>3</td>
<td>slightly annoying</td>
</tr>
<tr>
<td>2</td>
<td>Annoying</td>
</tr>
<tr>
<td>1</td>
<td>very annoying</td>
</tr>
</tbody>
</table>

*Figure 11. Facial muscle groups and electrode placement*
Testing Procedure

5.5.1 Phase 1 – MVC Recording

After completing the preparation phase, subjects were seated in front of the display and were given the questionnaires for voting. Electrodes have been already attached to facial muscles. The first part of testing included the establishment of the muscles Maximum Voluntary Contraction (MVC) [80]. In medical terms, MVC is defined as “the maximum force which a muscle can produce in a specific isometric exercise” [71]. In practice, MVC is more accurately recorded as the best of three efforts in a single test session.

Figure 12. Voting questionnaire
Subjects were asked to flex their facial muscles as much as possible for 10 seconds, while mimicking the following emotions:

- Happy
- Sad
- Angry
- Scared
- Surprised
- Osculation

The cycle for showing and recording these emotions was repeated 3 times, in order to establish an accurate baseline. We measured fEMG during MVC under observation. We set the data as a template standard for the analysis.

The photograph presented in Figure 13 was taken during one of the experiments at phase one and shows a test subject watching the instructions on the screen. During this part, subjects did not vote on the questionnaires.

![Experimental Session](image-url)
5.5.2 Phase 2 – Image Quality Assessment by Questionnaires

During the second part, room lights were completely shut off, in order to allow maximum focus on the display images and reduce distractions. Following a premade timed presentations, subjects were shown the 12 test images (6 separate images). An example of one test image used in the experiment is shown in Figures 14 (a,b), at two different quality levels respectively.

*Figure 14(a).* Test image example (*Quality : 5 – Quality degradation clearly visible*)

*Figure 14(b).* Test image example (*Quality : 30 – Quality degradation hardly visible*)
For the part of subjective assessment experiment, subjects assessed still images by the Double-Stimulus Impairment Scale (DSIS, five-grade) method, described in Chapter 2. We showed each subject one reference image for 10 seconds, followed by 3 seconds of gray display, followed by one test image for 10 seconds, followed by a 12 second for voting and rest. This cycle was repeated for all 12 images (see Figure 15).

Subjects noted their answers on answer sheets during voting time, based on the gradient scale detailed in Table 5 (Chapter 5.4).
Chapter 6

RESULTS AND ANALYSIS

For each subject in the experiment, we have obtained 2 sets of data – the results of the questionnaire voting and the electromyogram results. We set out to process both data sets individually and then compare them against each other. The result of the comparison will allow us to establish the relationship between the two separate methods.

6.1 iEMG

Integrated EMG (iEMG) is defined as the area under the curve of the rectified EMG signal, that is, the mathematical integral of the absolute value of the raw EMG signal [73]. When the absolute value of the signal is taken, noise will make the mathematical integral have a constant increase.

iEMG is the best approach to measure total muscular effort and it is important for qualitative EMG relationships such as EMG vs. Work, or EMG vs. Force, etc. There are three different ways to measure iEMG. The first way to measure iEMG is by mathematical integration. In this case, the area under absolute values of EMG time series is calculated. The second way to measure iEMG is by Root-Mean-Square method, in which time duration is similar but does not need to take the absolute value, and the third way to measure iEMG is electronically. Electronical iEMG can be measured in three different ways which are the simple time integration, integration & reset after a particular value is researched, and integration & reset after a fixed time interval [74].
In our example, IEMG has been determined from the integral value of full-wave rectification over a certain time range (as shown in Figure 16). In order to compare waveform values, we converted waveform values to quantifiable values. IEMG represents the amount of total muscle activity for a certain period (between the red lines in Figure 16).

![Figure 16. Integrated Electromyogram](image)

Integration is a mathematical process carried out electronically, which calculates the area under a curve. The EMG signals are full-wave rectified before the integration process. The integrated electromyogram (iEMG) represents the total muscle activity and is a function of amplitude, duration, and frequency. The iEMG curve will keep rising, therefore it is reset to zero at a pre-set magnitude or intervals [75]. Signals obtained via surface electrodes are prone to influences such as the thickness of skin layer, cross talk from other body signals, change in electrode position and electrode size. In order to reduce the influence of these physical parameters during each trial of signal collection, signals were normalized with maximum volunteer contraction (MVC) as a reference point [76].

By comparing the amount of muscle activity, all measured waves were cleared of AC noise by band-stop filtering [77]. Next, we calculated IEMG using full-wave rectification for 10 seconds during MVC. For normalization of MVC for all muscle points, we defined $M_{IEMG}$ as 100% of IEMG. $M_{IEMG}$ has the maximum value of IEMG from 3 trials of MVC measurement testing for all muscle points.

In the subjective assessment experiment, we obtained the fEMG for each testing session. Then we calculated $I_{IEMG}$ for all image assessment results. We also calculated $P_{IEMG}$, which is the percentage of IEMG for all image assessment results, by comparing $I_{IEMG}$ with $M_{IEMG}$, and we identify the amount of muscle activity from Equation 1:

$$P_{IEMG} = \frac{I_{EMG}}{M_{IEMG}} \times 100$$

(1)
6.2 Comparison of muscle activity

We compared the values of the amount of muscle activity and summarized the results in Tables 6 to 13 for each subject. M1 to M6 represent each muscle group (as described in Chapter 5.3.1) and the greater values for each subject are highlighted.

We defined the case where the score value was less or equal to 2 as for subjects that were looking at low-quality images. Special attention was paid to these cases when low-quality were shown.

The results demonstrate the following facts: subjects A1, A2, A6, A7 flexed more the M1 and M2 muscles located around the eyes. Subjects A3, A5, A8 flexed more the M3 and M4 muscles located around the mouth and M3 when looking at low-quality images. From this results we can conclude a connection between the results provided by the fEMG results and the subjective assessment score.
### Table 6. Results of subject A1

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5</td>
<td>15</td>
<td>13</td>
<td>8</td>
<td>13</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>15</td>
<td>7</td>
<td>8</td>
<td>15</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td><strong>24</strong></td>
<td><strong>52</strong></td>
<td>11</td>
<td>16</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>18</td>
<td>10</td>
<td>18</td>
<td>15</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>21</td>
<td>19</td>
<td>11</td>
<td>15</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>18</td>
<td>8</td>
<td>11</td>
<td>16</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>16</td>
<td>6</td>
<td>9</td>
<td>17</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td><strong>24</strong></td>
<td><strong>51</strong></td>
<td>12</td>
<td>15</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>22</td>
<td>38</td>
<td>13</td>
<td>15</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>21</td>
<td>19</td>
<td>9</td>
<td>15</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>25</td>
<td>32</td>
<td><strong>45</strong></td>
<td>17</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td><strong>26</strong></td>
<td><strong>69</strong></td>
<td>16</td>
<td>18</td>
<td>13</td>
<td>3</td>
</tr>
</tbody>
</table>

![Smiley face diagram highlighting muscles](image)

Strong activity in the frontalis and corrugator muscles

Table 6 shows the results for subject A1. We found a trend where muscles M1 (venter frontalis) and M2 (corrugator supercilii) experienced greater activity at low-quality image observations.

### Table 7. Results of subject A2

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5</td>
<td>12</td>
<td>28</td>
<td>16</td>
<td>25</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>11</td>
<td>31</td>
<td>19</td>
<td><strong>32</strong></td>
<td>29</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>10</td>
<td>25</td>
<td>15</td>
<td>24</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>11</td>
<td>28</td>
<td>16</td>
<td>28</td>
<td>29</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>12</td>
<td>30</td>
<td>19</td>
<td>25</td>
<td>31</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>12</td>
<td><strong>32</strong></td>
<td>17</td>
<td>24</td>
<td>29</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>15</td>
<td>38</td>
<td>20</td>
<td>25</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td><strong>13</strong></td>
<td><strong>41</strong></td>
<td>19</td>
<td>25</td>
<td><strong>32</strong></td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>12</td>
<td>33</td>
<td>17</td>
<td>27</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>16</td>
<td>45</td>
<td>17</td>
<td>23</td>
<td>30</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>17</td>
<td>47</td>
<td>21</td>
<td>26</td>
<td><strong>32</strong></td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td><strong>13</strong></td>
<td><strong>42</strong></td>
<td>21</td>
<td>27</td>
<td><strong>43</strong></td>
<td>25</td>
</tr>
</tbody>
</table>

![Smiley face diagram highlighting muscles](image)

Strong muscle activity in the corrugator, orbicularis oris

Table 7 shows the results for subject A2. We found a trend where muscles M2 (corrugator supercilii) and M5 (orbicularis oris) showed greater activity at low-quality image observations.
Table 8. Results of subject A3

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>10</td>
<td>27</td>
<td>14</td>
<td>20</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>12</td>
<td>32</td>
<td>16</td>
<td>21</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>7</td>
<td>21</td>
<td>13</td>
<td>18</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>10</td>
<td>22</td>
<td>19</td>
<td>23</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>7</td>
<td>22</td>
<td>16</td>
<td>20</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

Strong activity in the orbicularis oculi and zygomatic major muscles

Table 8 shows the results for subject A3. We found a trend where muscles M3 (orbicularis oculi) and M4 (zygomaticus major) showed greater activity at low-quality image observations.

Table 9. Results of subject A4

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>7</td>
<td>18</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>17</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>19</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>17</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>11</td>
<td>13</td>
<td>9</td>
<td>18</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>18</td>
<td>18</td>
<td>21</td>
</tr>
</tbody>
</table>

Strong activity in the masseter muscle

Table 9 shows the results for subject A4. We found greater activity in muscle M6 (masseter) at low-quality image observation.
Results and Analysis

Table 10. Results of subject A5

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>14</td>
<td>12</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>6</td>
<td>11</td>
<td>14</td>
<td>11</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>17</td>
<td>13</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>15</td>
<td>10</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>16</td>
<td>19</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>23</td>
<td>20</td>
<td>8</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>8</td>
<td>17</td>
<td>49</td>
<td>37</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>8</td>
<td>12</td>
<td>39</td>
<td>35</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7</td>
<td>13</td>
<td>32</td>
<td>31</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7</td>
<td>10</td>
<td>56</td>
<td>22</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>36</td>
<td>28</td>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

**Strong activity in the orbicularis oculi and zygomatic major muscles**

Table 10 shows the results for subject A5. We found a trend where muscles M3 (orbicularis oculi) and M4 (zygomaticus major) showed greater activity at low-quality image observations.

Table 11. Results of subject A6

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>4</td>
<td>13</td>
<td>17</td>
<td>11</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>4</td>
<td>14</td>
<td>18</td>
<td>10</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>12</td>
<td>23</td>
<td>23</td>
<td>9</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>8</td>
<td>10</td>
<td>16</td>
<td>13</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>35</td>
<td>41</td>
<td>22</td>
<td>18</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>5</td>
<td>16</td>
<td>13</td>
<td>15</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>37</td>
<td>34</td>
<td>19</td>
<td>20</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>41</td>
<td>37</td>
<td>20</td>
<td>21</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>19</td>
<td>30</td>
<td>17</td>
<td>17</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>42</td>
<td>41</td>
<td>21</td>
<td>19</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>14</td>
<td>12</td>
<td>20</td>
<td>15</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>31</td>
<td>19</td>
<td>13</td>
<td>17</td>
<td>9</td>
<td>3</td>
</tr>
</tbody>
</table>

**Strong activity in the frontalis and corrugator muscles**

Table 11 shows the results for subject A6. We found a trend where muscles M1 (venter frontalis) and M2 (corrugator supercili) showed greater activity at low-quality image observations.
Table 12. Results of subject A7

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>9</td>
<td>13</td>
<td>10</td>
<td>20</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>8</td>
<td>13</td>
<td>11</td>
<td>21</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>9</td>
<td>13</td>
<td>14</td>
<td>20</td>
<td>23</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>8</td>
<td>15</td>
<td>12</td>
<td>23</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>9</td>
<td>15</td>
<td>13</td>
<td>19</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>7</td>
<td>20</td>
<td>14</td>
<td>18</td>
<td>18</td>
<td>14</td>
</tr>
</tbody>
</table>

Five 3: 10 40 20 24 36 19
Five 2: 13 43 20 24 38 20
Five 2: 10 30 14 18 23 18
Five 2: 13 40 18 22 36 24
Five 1: 11 32 17 19 32 17
Five 1: 10 38 15 18 39 20

Strong muscle activity in the corrugator, orbicularis oris

Table 12 shows the results for subject A7. We found a trend where muscles M2 (corrugator supercilli) and M5 (orbicularis oris) showed greater activity at low-quality image observations.

Table 13. Results of subject A8

<table>
<thead>
<tr>
<th>QS</th>
<th>Evaluation score</th>
<th>Frontalis</th>
<th>Corrugator</th>
<th>Orbic. Oculi</th>
<th>Zygomatic</th>
<th>Orbic. Oris</th>
<th>Masseter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5</td>
<td>7</td>
<td>13</td>
<td>13</td>
<td>16</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>7</td>
<td>11</td>
<td>18</td>
<td>21</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>6</td>
<td>14</td>
<td>16</td>
<td>24</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>19</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>7</td>
<td>14</td>
<td>19</td>
<td>29</td>
<td>17</td>
<td>9</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>8</td>
<td>10</td>
<td>17</td>
<td>20</td>
<td>15</td>
<td>9</td>
</tr>
</tbody>
</table>

Five 3: 6 11 25 31 16 9
Five 2: 5 10 21 21 16 8
Five 2: 7 14 24 35 17 7
Five 1: 6 13 33 36 34 7
Five 1: 6 12 41 42 29 9
Five 1: 7 10 39 38 23 9

Strong activity in the orbicularis oculi and zygomaticus major muscles

Table 13 shows the results for subject A8. We found a trend where muscles M3 (orbicularis oculi) and M4 (zygomaticus major) showed greater activity at low-quality image observations.
6.3 Regression Analysis

Dating back to approximately two hundred years ago, regression analysis is probably one of the oldest topics in the area of mathematical statistics. The first form of linear regression was the least square method, which was published by Legendre (1805), and Gauss (1809). Legendre and Gauss both applied the method to the problem of determining the orbits of bodies around the sun through astronomical observation. The same problem was approached by Euler (1738) but with no success. In 1821, Gauss published a further development of the least squares theory, including today’s version of Gauss-Markov theorem, which is a fundamental theorem in the area of general linear models.

A statistical model is a simple description of a state or process. Levins [78] stated that “A model is neither a hypothesis nor a theory. Unlike scientific hypothesis, a model is not verifiable directly by an experiment. For all models of true or false, the validation of a model is not that it is “true” but that it generates good testable hypotheses relevant to important problems.”

Linear regression demands that model is linear in regression parameters. Regression analysis is the method to find out the relationship between one or more response variables (also known as dependent variables, explained variables, predicted variables, or regressands, usually represented as $y$) and the predictors (also known as independent variables, explanatory variables, control variables, or regressors, usually represented as $x_1, x_2, \ldots, x_p$).

There are three types of regression, namely the simple linear regression, the multiple linear regression and the nonlinear regression. The simple linear regression is used for modeling the linear relationship between two variables, the dependent variable $y$ and the independent variable $x$. The simple regression model is calculated as shown in Equation 2:

$$y = \beta_0 + \beta_1 x + \epsilon$$  \hspace{1cm} (2)

where $y$ is the dependent variable, $\beta_0$ is $y$ intercept, $\beta_1$ is the gradient or the slope of regression line, $x$ is the independent variable, and $\epsilon$ is the random error. It is mostly assumed that error $\epsilon$ is normally distributed with $E(\epsilon) = 0$ and a constant variance $Var(\epsilon) = \sigma^2$ in the simple linear regression. The multiple linear regression model is a linear regression model with one dependent variable and more than one independent variables. This regression assumes that the response variable is a linear function of the model parameters and there are more than one independent variables in the model. The common form of the multiple linear regression model is as in the following Equation 3:

$$y = \beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p + \epsilon$$  \hspace{1cm} (3)

Where $y$ is the dependent variable, $\beta_0, \beta_1, \ldots, \beta_p$ are regression coefficients, and $x_1, x_2, \ldots, x_n$ are independent variables in the model. In the classical regression setting, the error term $\epsilon$ is usually assumed that it follows the normal distribution with $E(\epsilon) = 0$ and a constant variance.
$Var(\varepsilon) = \sigma^2$. The multiple linear regression involves more matters than simple linear regression, for example collinearity, variance inflation, graphical display of regression diagnosis, and detection of regression outlier and influential observation. The third type of regression is the nonlinear regression. This type of regression assumes that the relationship between dependent variable and independent variables is not linear in regression parameters. Nonlinear regression model (growth model) could be written as in the following Equation 4:

$$x = \frac{\alpha}{1+e^{\beta t}} + \varepsilon$$  \hspace{1cm} (4)

in which $y$ is the growth of a particular organism as a function of time $t$, $\alpha$ and $\beta$ are model parameters, and $\varepsilon$ is the random error. Nonlinear regression model is more complicated than linear regression in the sense of estimation of model parameters, model selection, model diagnosis, variable selection, outlier detection, or influential observation identification.

Regression analysis can be applied in many scientific fields such as medicine, biology, agriculture, economics, engineering, sociology, geology, and many more [125]. Basically, the purpose of regression analysis are:

- Establish a causal relationship between response variable $y$ and regression $x_1, x_2, \ldots, x_n$.
- Predict $y$ based on a set values of $x_1, x_2, \ldots, x_n$.
- Screen variables $x_1, x_2, \ldots, x_n$ to identify which variables are more important than others to explain the response variable $y$ so that the causal relationship can be determined more efficiently and accurately.

### 6.3.1 Stepwise Regression Analysis

Stepwise regression is a suitable procedure for selecting variables into a model, especially when large numbers of variables are involved, but it also has its setback. Stepwise regression renders hypothesis testing, for example F and t tests. Hypothesis testing is a statistical procedure for accepting or rejecting the null hypothesis on the basis of estimates on a particularized model. Stepwise regression carry out modeling by analyzing large number of variables, then choose those that fit well. Hence, the t-values for the selected variables will probably be important, and hypothesis testing loses its inference capacity. Stepwise regression is not recommended if the aim of modeling is for testing the validity of a relationship between certain variables or to test the meaning of a particular variable. However if the aim or objective is forecasting, it is a convenient way for selecting variables, particularly when large numbers of variables are to be considered.
To be able to use the stepwise procedure, the simple (pair-wise) correlation coefficient and partial correlation coefficient between Y and each X variables under consideration need to be calculated.

Simple correlation or pair-wise correlation is the correlation between two variables without other variables influence. The simple correlation between variable x and variable y is simply the ratio between their covariance and the product of their respective standard deviations, which is as in the following Equation 5:

$$r_{yx} = \frac{\sum yx}{\sqrt{\sum y^2 \sum x^2}}$$

(5)

To simplify the formula, t subscripts were dropped from the variables and lower case y and x were used, which denote the deviations of Y and X from their respective means, in the formula. So basically:

$$y = (Y - \bar{Y})$$
$$x = (X - \bar{X})$$

(6)

Partial correlation coefficient is when the correlation between y and x is computed by first eliminating the effect of all other variables. For instance, if there are three variables, y, x₁, and x₂, and to compute the partial correlation coefficient between y and x₁, it would be computed after the impact of x₂ on y and x₁ is removed. The computed formula is shown in Equation 7:

$$r_{yx1-x2} = \frac{r_{yx1} - r_{yx2}r_{yx1x2}}{\sqrt{(1-r_{yx2}^2)(1-r_{x1x2}^2)}}$$

(7)

The computation of partial correlation coefficient becomes troublesome when more and more variables are involved. Nevertheless, thanks to the software for stepwise regression analysis, the task can be achieved quicker.

The stepwise regression procedure is a general method for selecting variables into a model compared to the backward elimination and the forward selection methods. The backward elimination method starts with the inclusion of all the identified variables in the model and then eliminates the insignificant ones from the model one by one. On the other hand, the forward selection procedure takes one variable at a time on the basis of their partial correlation coefficients, for example, it first takes the variable with the highest partial correlation coefficient to enter the model, then the one with the second highest partial correlation coefficient, and so on. After each variable is added, the partial F test is performed on the last entered variable. The process stops when the partial F test shows that the last entered variable is insignificant. The variables entered prior to that last variable will remain in the model. The stepwise method is an improvement over the backward and forward selection procedures, and a step-by-step procedure of it is stated below.
Results and Analysis

Step 1 – calculate the simple (pair-wise) correlation between Y and each of the X variables, X1, X2, X3, …, in accordance to Equation (5), and then the one most correlated with the dependent variable Y as the first variable to enter into the model. Let it be X1.

Step 2 – assuming that X1 is already in the model, calculate the partial correlation coefficients between Y and the remaining X variables in accordance with Equation (7). Select the one that has the highest partial correlation coefficient as the second variable to enter into the model. Let it be X2.

Step 3 – use the partial F of X1 to test the significance of the first variable entered into the model at a pre-determined confidence level. The partial F statistic of X1 is simply the t² of the estimated coefficient for X1 after X2 was entered into the model. Variable X1 will be eliminated if the partial F test shows that the coefficient of X1 is insignificant. Assume that X1 is retained.

Step 4 – re-calculate the partial correlation coefficients between Y and the remaining X variables, assuming that X1 and X2 are already in the model. Select the variable with the highest partial correlation coefficient to enter into the model.

Step 5 – Repeat Step 3 and Step 4 to test all remaining variables including those variables eliminated at earlier stages until the best subset of independent variables is selected.

6.4 Experimental Application

The regression analysis [10] was conducted on an individual basis for each subject from the point of view of QoE. We do not need or attempt to average or deduct statistical models from our experiment, but rather identify specific relations between facial muscle activity and the sensation of image quality degradation.

In this part, we estimate the subjective assessment scores, as we will apply fEMG to the image quality assessment. We conducted a step-wise regression analysis and formulated the estimated regression equations. The independent variables were the amount of muscle activity of M1 to M6. The dependent variable represents the subjective score value.

The results of the step-wise regression analysis are detailed in Table 14. The estimated regression equations are shown in Equations 8 to 15.
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Prediction A1 = \(-0.25 \times M1 + 8.27\) (8)
Prediction A2 = \(-0.17 \times M2 + 8.78\) (9)
Prediction A3 = \(-0.20 \times M4 + 6.68\) (10)
Prediction A4 = \(-0.64 \times M1 + 10.41\) (11)
Prediction A5 = \(-0.09 \times M3 + 5.49\) (12)
Prediction A6 = \(-0.20 \times M4 + 6.15\) (13)
Prediction A7 = \(-0.13 \times M5 + 6.59\) (14)
Prediction A8 = \(-0.14 \times M3 + 6.27\) (15)

Table 14. Results of step-wise regression analysis

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Entry variable</th>
<th>Coefficient of correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>M1</td>
<td>0.58</td>
</tr>
<tr>
<td>A2</td>
<td>M2</td>
<td>0.85</td>
</tr>
<tr>
<td>A3</td>
<td>M4</td>
<td>0.76</td>
</tr>
<tr>
<td>A4</td>
<td>M1</td>
<td>0.68</td>
</tr>
<tr>
<td>A5</td>
<td>M3</td>
<td>0.85</td>
</tr>
<tr>
<td>A6</td>
<td>M4</td>
<td>0.64</td>
</tr>
<tr>
<td>A7</td>
<td>M5</td>
<td>0.82</td>
</tr>
<tr>
<td>A8</td>
<td>M3</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The graphs are shown in Figures 17 to 24. According to the results gathered in the experiment, we have generated scatter charts of the predicted score and the subjective assessment score. The horizontal axis represents the score, while the longitudinal axis represents the predicted score. As can be seen in the graphs, we found a nearly linear relationship between the predicted score and the subjective assessment score for all subjects. From these facts, we can conclude that the use of fEMG is feasible technology in estimating subjective assessment scores.
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Figure 17. Relationship between predicted and subjective score for subject A1.

Figure 18. Relationship between predicted and subjective score for subject A2.

Figure 19. Relationship between predicted and subjective score for subject A3.

Figure 20. Relationship between predicted and subjective score for subject A4.

Figure 21. Relationship between predicted and subjective score for subject A5.

Figure 22. Relationship between predicted and subjective score for subject A6.
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Figure 23. Relationship between predicted and subjective score for subject A7.

Figure 24. Relationship between predicted and subjective score for subject A8.
Chapter 7

**PERFORMANCE IMPROVEMENT USING IMAGE INFORMATION**

### 7.1 Improvement Goals

Now that we have established a definite connection between image contents and facial muscle activity, we examine further aspects that might improve the prediction algorithm. Specifically we look at image contents and how that affects the prediction results. We argue that a person is judging image quality by focusing on the degradation parts of coded images (as seen in the example of Figure 27). Therefore, for improving the prediction performance of previously proposed model, we must take into account the image features related to the coarse-fine information of spatial frequency characteristics [140]. The key to improving the model performance is finding the appropriate methodology for factoring in the image features related to muscle activity.

### 7.2 Image Entropy

Image entropy is a quantity used to describe the amount of information which must be coded by a compression algorithm. Low entropy images, i.e. containing plain color areas, have very little contrast and large number of pixels with the same or similar DN values [141]. An image that is completely flat will have therefore an entropy of zero and can be compressed to a relatively small
size. On the other hand, high entropy images having a lot of variation in content contain a lot of contrast between adjacent pixels, and as a result cannot be compressed as much as low entropy images. The formula for calculating image entropy is given in Equation 16:

\[
\text{Entropy} = -\sum_i P_j \log_2 P_j
\]  

(16)

In the above expression, \( P_j \) is the probability of \( i \)-th gray level for monochrome still image (8 bits/pixel) converted from color image (24 bits/pixel). Therefore, the maximum value of the entropy for gray level image is 8 bits/pixel [141].

One of the important features is the entropy of image, the value of which is strongly connected with image content. If an image contains a lot of detail information, its entropy value is very close to 8 bits/pixel (for a monochrome image). On the other hand, if the image contains mostly flat areas, then the entropy value is much lower than 8 bit/pixel. This feature is useful for expressing image contents.

![Figure 25. Visible degradation in test images](image)

A high entropy value represents the presence of maximum information, containing high-detail areas. An image with very low entropy value represents coded noise with tiling based on the block size and false contours (like images 9 and 11 shown in Figure 25).

In Figures 26 and 27, we can see the test images used in the experiment. In this study, we have added the additional variables of Entropy and \( \Delta \)entropy. Entropy was calculated by converting images to grayscale, which allows us to quantify image contents, as explained above. For the purpose of obtaining \( \Delta \)entropy, we have also calculated Original Entropy, using the “perfect” images and deducted Entropy from Original Entropy, as detailed in Table 15. \( \Delta \)entropy represents the difference
between the original image and the coded image, and serves a good indicator for image content analysis in our calculations.

<table>
<thead>
<tr>
<th>Image</th>
<th>QS:30</th>
<th>Entropy</th>
<th>ΔEntropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>7.748</td>
<td>0.008</td>
<td></td>
</tr>
<tr>
<td>Image 2</td>
<td>7.416</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>Image 3</td>
<td>7.233</td>
<td>0.347</td>
<td></td>
</tr>
<tr>
<td>Image 4</td>
<td>7.412</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>Image 5</td>
<td>6.922</td>
<td>0.628</td>
<td></td>
</tr>
<tr>
<td>Image 6</td>
<td>7.328</td>
<td>0.019</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 26. Test images at QS 30.*
Figure 27. Test images at QS 5.
Entropy is a measure of graylevel distribution (disorder or randomness) in the histogram. Therefore we have converted all images in grayscale, before computing Entropy Information. In Figure 28 we have sorted the test images in descending order of entropy level. The image with the highest entropy level (7.106) indicates the highest level of details and contrast, while the image with the lowest entropy (4.390) indicates the presence of large areas of same color.

![Image 7](7.106) ![Image 12](6.591) ![Image 9](5.898) ![Image 8](5.746) ![Image 10](5.406) ![Image 11](4.390)

*Figure 28. Image Entropy values of test images*

From Table 15, it can be observed that $\Delta$entropy of images 8-11 is fairly high, compared with the others, because these images contain large flat areas like the background (see Fig. 27).

<table>
<thead>
<tr>
<th>Image</th>
<th>Entropy</th>
<th>$\Delta$entropy</th>
<th>Original Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (QS:30)</td>
<td>7.748</td>
<td>0.008</td>
<td>7.756</td>
</tr>
<tr>
<td>2 (QS:30)</td>
<td>7.416</td>
<td>0.220</td>
<td>7.636</td>
</tr>
<tr>
<td>3 (QS:30)</td>
<td>7.233</td>
<td>0.347</td>
<td>7.580</td>
</tr>
<tr>
<td>4 (QS:30)</td>
<td>7.412</td>
<td>0.081</td>
<td>7.493</td>
</tr>
<tr>
<td>5 (QS:30)</td>
<td>6.922</td>
<td>0.628</td>
<td>7.550</td>
</tr>
<tr>
<td>6 (QS:30)</td>
<td>7.328</td>
<td>0.019</td>
<td>7.347</td>
</tr>
<tr>
<td>7 (QS:5)</td>
<td>7.106</td>
<td>0.650</td>
<td>7.756</td>
</tr>
<tr>
<td>8 (QS:5)</td>
<td>5.746</td>
<td><strong>1.890</strong></td>
<td>7.636</td>
</tr>
<tr>
<td>9 (QS:5)</td>
<td>5.898</td>
<td><strong>1.682</strong></td>
<td>7.580</td>
</tr>
<tr>
<td>10 (QS:5)</td>
<td>5.406</td>
<td><strong>2.087</strong></td>
<td>7.493</td>
</tr>
<tr>
<td>11 (QS:5)</td>
<td>4.390</td>
<td><strong>3.159</strong></td>
<td>7.550</td>
</tr>
<tr>
<td>12 (QS:5)</td>
<td>6.591</td>
<td>0.756</td>
<td>7.347</td>
</tr>
</tbody>
</table>
As a result, the degradations of these images (like blocking artifacts and contours [142]) are more visible than in other images. This explains why it is easy to judge the quality assessment by 5-grade scale without looking or seeking the degradation parts specifically.

7.3 Multiple Regression Analysis

In order to factor in the additional variables of Image Entropy, we have conducted a multiple regression analysis [3] using 3 sets of variables (muscle activity, entropy and Δentropy), in order to established the most suitable pattern for quality prediction. The results are indicated as Multiple R, Adjusted R (obtained as the square root of Adjusted R Squared) and Maximum (Prediction) Error.

As in the case of regression analysis, the subjective scores for each image served as the dependent variables.

The first analysis was conducted using only muscle activity data (M1-M6) as independent variables. The results are detailed in Table 16.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Multiple R</th>
<th>Adjusted R</th>
<th>Max Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.579</td>
<td>0.518</td>
<td>2.827</td>
</tr>
<tr>
<td>A2</td>
<td>0.854</td>
<td>0.838</td>
<td>2.016</td>
</tr>
<tr>
<td>A3</td>
<td>0.740</td>
<td>0.709</td>
<td>2.538</td>
</tr>
<tr>
<td>A4</td>
<td>0.677</td>
<td>0.635</td>
<td>1.370</td>
</tr>
<tr>
<td>A5</td>
<td>0.847</td>
<td>0.831</td>
<td>1.575</td>
</tr>
<tr>
<td>A6</td>
<td>0.636</td>
<td>0.588</td>
<td>1.768</td>
</tr>
<tr>
<td>A7</td>
<td>0.817</td>
<td>0.796</td>
<td>1.546</td>
</tr>
<tr>
<td>A8</td>
<td>0.857</td>
<td>0.842</td>
<td>1.305</td>
</tr>
</tbody>
</table>

The second analysis was conducted using muscle data, plus Entropy, as independent variables. The results are detailed in Table 17.
The third analysis was conducted using muscle data, plus Entropy, plus Δentropy as independent variables. The results are detailed in Table 18.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Multiple R</th>
<th>Adjusted R</th>
<th>Max Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.813</td>
<td>0.765</td>
<td>1.886</td>
</tr>
<tr>
<td>A2</td>
<td>0.870</td>
<td>0.839</td>
<td>1.606</td>
</tr>
<tr>
<td>A3</td>
<td>0.881</td>
<td>0.853</td>
<td>1.190</td>
</tr>
<tr>
<td>A4</td>
<td>0.851</td>
<td>0.814</td>
<td>1.516</td>
</tr>
<tr>
<td>A5</td>
<td>0.856</td>
<td>0.820</td>
<td>1.451</td>
</tr>
<tr>
<td>A6</td>
<td>0.818</td>
<td>0.771</td>
<td>1.906</td>
</tr>
<tr>
<td>A7</td>
<td>0.923</td>
<td>0.905</td>
<td>1.095</td>
</tr>
<tr>
<td>A8</td>
<td>0.892</td>
<td>0.867</td>
<td>1.030</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject</th>
<th>Multiple R</th>
<th>Adjusted R</th>
<th>Max Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.816</td>
<td>0.735</td>
<td>2.016</td>
</tr>
<tr>
<td>A2</td>
<td>0.885</td>
<td>0.838</td>
<td>1.622</td>
</tr>
<tr>
<td>A3</td>
<td>0.893</td>
<td>0.849</td>
<td>1.055</td>
</tr>
<tr>
<td>A4</td>
<td>0.930</td>
<td>0.902</td>
<td>0.768</td>
</tr>
<tr>
<td>A5</td>
<td>0.911</td>
<td>0.875</td>
<td>1.217</td>
</tr>
<tr>
<td>A6</td>
<td>0.850</td>
<td>0.786</td>
<td>1.435</td>
</tr>
<tr>
<td>A7</td>
<td>0.953</td>
<td>0.934</td>
<td>0.925</td>
</tr>
<tr>
<td>A8</td>
<td>0.918</td>
<td>0.885</td>
<td>0.985</td>
</tr>
</tbody>
</table>
7.4 Results and Comparison

From the results of the regression analysis in Table 16-18, we can conclude that the best performance is the use of all 3 variables (muscle activity, entropy and Δentropy). For this case, the estimated regression equations are represented in Equations 17-24:

Prediction A1 = \(-0.01 \times M1 + 2.40 \times Ent + 1.08 \times \Delta \text{ent} - 13.54\)  

Prediction A2 = \(-0.12 \times M2 + 2.31 \times Ent + 1.86 \times \Delta \text{ent} - 10.27\)  

Prediction A3 = \(-0.10 \times M4 + 2.50 \times Ent + 1.68 \times \Delta \text{ent} - 13.39\)  

Prediction A4 = \(-0.26 \times M1 + 4.08 \times Ent + 3.40 \times \Delta \text{ent} - 23.82\)  

Prediction A5 = \(-0.06 \times M3 + 4.23 \times Ent + 3.83 \times \Delta \text{ent} - 26.90\)  

Prediction A6 = \(-0.11 \times M4 + 2.89 \times Ent + 2.21 \times \Delta \text{ent} - 16.42\)  

Prediction A7 = \(-0.08 \times M5 + 3.33 \times Ent + 2.62 \times \Delta \text{ent} - 19.24\)  

Prediction A8 = \(-0.07 \times M3 + 3.48 \times Ent + 2.77 \times \Delta \text{ent} - 20.94\)

Table 19. Results comparison (Muscle data only versus Muscle, Entropy and Δentropy data)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Muscle Information only</th>
<th></th>
<th>Muscle Data, Entropy and Δentropy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multiple R</td>
<td>Adjusted R</td>
<td>Max Error</td>
</tr>
<tr>
<td>A1</td>
<td>0.579</td>
<td>0.518</td>
<td>2.827</td>
</tr>
<tr>
<td>A2</td>
<td>0.854</td>
<td>0.838</td>
<td>2.016</td>
</tr>
<tr>
<td>A3</td>
<td>0.740</td>
<td>0.709</td>
<td>2.538</td>
</tr>
<tr>
<td>A4</td>
<td>0.677</td>
<td>0.635</td>
<td>1.370</td>
</tr>
<tr>
<td>A5</td>
<td>0.847</td>
<td>0.831</td>
<td>1.575</td>
</tr>
<tr>
<td>A6</td>
<td>0.636</td>
<td>0.588</td>
<td>1.768</td>
</tr>
<tr>
<td>A7</td>
<td>0.817</td>
<td>0.796</td>
<td>1.546</td>
</tr>
<tr>
<td>A8</td>
<td>0.857</td>
<td>0.842</td>
<td>1.305</td>
</tr>
</tbody>
</table>
From the results comparison detailed in Table 19 we can see that by introducing entropy and Δentropy in the prediction model, the regression coefficient R, the adjusted regression coefficient R, and the maximum prediction error have all returned improved results. Multiple and Adjusted R values have increased by an average of 16%, while Maximum Error was decreased by an average of 54%, which is also an important indicator of improved prediction. Therefore, we can deduce that Entropy and Δentropy are effective indicators for predicting the overall image quality for image quality assessment methodology.

The scatter charts of predicted model are presented in Figures 29 to 36, showing a side-by-side visualization of the two scenarios (muscle information only versus Muscle, entropy and Δentropy information). The (a) charts of the figures are based on the relationship between the predicted scores and the subjective scores for the case of using only muscle information. The (b) charts of the figures are based on the relationship between the predicted scores and the subjective scores for the case of using muscle information, entropy and Δentropy. As in the case of stepwise regression analysis, we found a near linear relationship, further improved by the addition of entropy and Δentropy. As we can see from the charts, accuracy is significantly improved for all cases.

The results of the Multiple Regression Analysis using the additional variables of Entropy and ΔEntropy have proven that image contents is a crucial factor in establishing a robust image quality prediction model. As can be seen by looking at the test images, some contain large portions of obvious image degradation (i.e. image 8, 12). However, compared with the human eye, it is very difficult to express these indications in quantifiable measurements, unless we use content-dependent variables like Entropy. The closer an image’s Entropy level is to 8 bits/pixel, the more image contains a higher level of details, which makes subjective assessment higher. The lower an image’s Entropy level is to 8 bits/pixel, the more image contains a lower level of details, which makes degradation less perceptible to the human eye. These are very important factors, which have helped improve the accuracy of the prediction model.
Figure 29. Comparison of relationship between predicted and subjective score for subject A1

(a) Muscle Data only
(b) Muscles + Entropy + Δentropy

Multiple R=0.58   Adjusted R²=0.27
Max Error = 2.83

Multiple R=0.82   Adjusted R²=0.54
Max Error = 2.02

Figure 30. Comparison of relationship between predicted and subjective score for subject A2

(a) Muscle Data only
(b) Muscles + Entropy + Δentropy

Multiple R=0.85   Adjusted R²=0.70
Max Error = 2.02

Multiple R=0.89   Adjusted R²=0.70
Max Error = 1.62
Performance Improvement using Image Information

Figure 31. Comparison of relationship between predicted and subjective score for subject A3

Figure 32. Comparison of relationship between predicted and subjective score for subject A4
Performance Improvement using Image Information

Figure 33. Comparison of relationship between predicted and subjective score for subject A5

(a) Muscle Data only
(b) Muscles + Entropy + Δentropy

Multiple R=0.85  Adjusted R²=0.69
Max Error = 1.58

Multiple R=0.91  Adjusted R²=0.76
Max Error = 1.22

Figure 34. Comparison of relationship between predicted and subjective score for subject A6

(a) Muscle Data only
(b) Muscles + Entropy + Δentropy

Multiple R=0.64  Adjusted R²=0.35
Max Error = 1.77

Multiple R=0.85  Adjusted R²=0.62
Max Error = 1.43
Performance Improvement using Image Information

Figure 35. Comparison of relationship between predicted and subjective score for subject A7

(a) Muscle Data only  
(b) Muscles + Entropy + Δentropy

Multiple R=0.82  Adjusted R²=0.63  
Max Error = 1.55

Figure 36. Comparison of relationship between predicted and subjective score for subject A8

(a) Muscle Data only  
(b) Muscles + Entropy + Δentropy

Multiple R=0.86  Adjusted R²=0.71  
Max Error = 1.31

Multiple R=0.92  Adjusted R²=0.78  
Max Error = 0.98
Chapter 8

CONCLUSIONS

It is undeniable that image quality assessment is a very important research topics nowadays, taking into account the unprecedented engagement of people with technology, especially in visual aspects, like image and video information. There is a multitude of algorithms and methodologies in the image-processing field, with the goal of sustaining and enhancing the quality of media to be presented to users. Until now, the only subjects that are able to evaluate the quality of images have been the people themselves and this is has proven the most reliable method so far. Unfortunately, this method is too costly and too slow to be applied on the large scale expected.

If we think about it, future research will undoubtedly evolve along the lines of offering other methods than human assessment of the image quality and predict perceived quality of the image automatically. In other words, a breakthrough research on objective image quality assessment is needed in the field in order to facilitate progress to a new level, a level envisioned by many researchers and IT companies. We see this progress happening every day around us, with newer and better technology emerging every day, taking image quality towards the envisioned level.

Previous research have provided significant improvements in objective assessment methodologies. Nevertheless, the field of image quality assessment has not yet seen “the big leap”. If we were to take a look at the number of studies conducted on “image quality assessment” when compared to “image
enhancement”, the number is discouragingly limited and insufficient [79]. Is the field of image quality assessment such an intimidating, insoluble problem? Is it not possible to produce technology that may come close to a human’s ability to perceive image quality by utilizing today’s software and computing technology? The biggest obstacle to overcome at this point is to understand the human perception of quality in and use this knowledge to develop better technologies for objective image quality assessment. Another approach is to obtain biometric information from the human observer himself during the process of image quality assessment, examine and use this information to build truly efficient objective image quality assessment models.

Through the research described in this thesis, it is the first time that a conclusive relationship between biometric information, specifically the activity of facial muscles of human beings, and image quality has been established. This approach improves on the traditional questionnaire-based method, which suffers from major flaws caused by the difference in response results and the difference in rating scales between subjects. It has been argued that image quality assessment using biological information is less likely to suffer from these issues. Our research has been focused on Facial Electromyography (fEMG) for biological information extraction. Facial expressions contain more emotional essence compared to the tone of voice or the content of spoken message, therefore making it suitable for our goal. We used this premise to hypothesize a noteworthy relationship between facial muscle activity and image quality assessment and ultimately improving Quality of Experience. The long term objective of such an approach is to develop and implement evaluation methods for automatically assessing and improving Quality of Experience (QoE). In order to accomplish this goal, we set out to set the premises that will not only identify the relationship between the activity of facial muscles and perceived image degradation, but also quantify this relationship and provide a robust base for further development.

During our experiments, we measured electrical responses of facial muscles in parallel with a subjective assessment test using still images. We studied the relationship between fEMG and the subjective assessment score. As a result, we found a trend where subjects’ muscles around the eyes and mouth areas show greater activity when subjects were assessing low-quality images. We also developed estimated regression equations for each subject using the step-wise regression analysis, as well as the possibility of estimating the subjective assessment score. From experimental results we can conclude a connection between the results provided by the fEMG results and the subjective assessment score. This demonstrates that fEMG, which uses part of biological information, can be applied in the evaluation of image quality assessment under certain conditions.

The results of the Multiple Regression Analysis using the additional variables of Entropy and Δentropy have proven that image contents is also a crucial factor in establishing a robust image quality prediction model. Some images contain obvious (for the human eye) image degradations. However, compared with the human eye, it is very difficult to express these indications in
quantifiable measurements, unless we use content-dependent variables like Entropy. The closer an image’s Entropy level is to 8 bits/pixel, the more image contains a higher level of details, which makes subjective assessment higher. The lower an image’s Entropy level is to 8 bits/pixel, the more image contains a lower level of details, which makes degradation less perceptible to the human eye. These are very important factors, which have helped improve the accuracy of the prediction model.

With this first step of introducing the usage of facial muscle activity, we can further develop our work towards non-intrusive objective methods for assessing video quality and improving image quality assessment technology using biological information.
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