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Abstract

A brain machine interface (BMI) is a direct communication pathway between the brain and an external device (i.e. robot). The BMI ability to directly communicate with machines and bypass the peripheral nerves and muscles is often used to assist or repair human sensorimotor functions in severely disable or locked-in syndrome affected humans. Therefore, the BMI coupled with the assistive technology is seen as a promising approach to restore mobility in disable people. A very important application in rehabilitation technology is the BMI based navigation of robotic wheelchairs. The aim of this application is to restore some mobility independence to paralyzed patients.

Navigating a robotic wheelchair by using only brain signals is a very challenging task. Since only brain signals and no other means can be used to control the wheelchair, the safety requirements are higher than standard wheelchairs. Proximity sensing data are usually used to detect objects and avoid collisions to improve wheelchair navigation safety.

BMI is a low-bit communication channel. This means, the subject has to perform a high amount of mental tasks for a relatively long period of time, even for simple navigation scenarios. This makes the navigation task tiring and long for the BMI subject. Shared control between subject’s mental intentions and intelligent robots is usually proposed as a solution of these problems. Shared control generally improves the navigation experience but also restricts the subject’s control over the robot. Also prior environment training and/or goal location information are required to assist the robot during navigation.

In this thesis, we present a novel adaptive method that improves the navigation of a brain controlled robotic wheelchair. We employ a synchronous brain machine interface to
retrieve mental intentions from the subject at specific points in time. Furthermore, we have developed two modules to assist the robotic wheelchair navigation. The first module is capable of navigating the wheelchair autonomously following assistive information (tactile paving for visually impaired people) on the floor captured by the visual sensor in real time. The second module uses a laser range finder sensor to detect and avoid objects in the navigation path. The adaptive platform integrates the brain signals, the robot sensing and the navigation modules in order to provide the subject with context based navigation choices through acoustic and visual queries.

Based on environment conditions the subject can choose to navigate the robot turn-by-turn or give high-level control commands, and allow the robot to navigate autonomously following the assistive information. The subject is able to accept or reject the assistance by using only brain signals.

Experimental results show that the proposed adaptive navigation, the robotic wheelchair is able to navigate on a shorter trajectory, avoid potential collisions and reduce the navigation time. The number of mental tasks required is reduced significantly when the assistive information is used. As a consequence of a reduced mental workload the subject is more relaxed and is able to perform better mental tasks, which lead to a higher BMI classification accuracy during adaptive navigation.
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1 Introduction

Brain Machine Interfaces (BMI) are often directed at assisting, augmenting, or repairing human cognitive or sensorimotor functions (Wolpaw et al. 2000). BMI systems enable humans to send commands to an external device (generally a computer or robot), by using only brain signals recorded while performing voluntary mental activity (Wolpaw et al. 2002; Birbaumer 2006). BMI is thought to be particularly useful in restoring communication to locked-in syndrome affected patients (Kübler et al. 2001) or restore mobility to paralyzed patients (Pfurtscheller et al. 2003).

Commonly, electroencephalography (EEG) is used to record the brain activity. The first experiments of recording EEG on humans date back in 1929 and they were carried out by researcher Hans Berger (Berger 1929).

EEG measures micro currents generated by brain activity on scalp. By decoding EEG signals, we can understand the brain activity to a certain degree. The first attempt to create an EEG based BMI dates back in 1973 (Vidal 1973).

Despite some early attempts (Farwell and Donchin 1988), it is only in the last two decades that BMI research has gained significant popularity, involving a lot of research which is at present being conducted in an increasing number of laboratories around the world. Together with the BMI applications, the methods and technologies used for measuring the brain activity have increased and become more sophisticated. BMI designs and applications have particularly shown promising results in the medical domain (Rebsamen et al. 2007; Shih, Krusienski, and Wolpaw 2012), but also in other areas (Nijholt, Bos, and Reuderink 2009; Blankertz et al. 2010). Unfortunately, most of the results acquired in research laboratories seem to have had small or no impact on commercial and real life applications yet.
1.1 Thesis Objectives

The work presented in this thesis belongs to the research and development of BMI controlled robots. More precisely, it focuses on the study of BMI controlled robotic wheelchair applications for disable people. Despite some valuable and promising achievements already obtained in the literature, the field of brain controlled robotic wheelchair applications remains a relatively new research field and there is still a long way to go until the final goal of making these wheelchairs available to disable patients for everyday use is reached. Up to now, all the results and applications are limited to research laboratories experimenting in simulated and/or virtual environments and also some indoor experimental environments. Real life applications are still far in the horizon.

The research on intelligent robotics is focused on building assistive modules for shared navigation. The BMI community has emphasized the need for shared (collaborative) navigation and intelligent wheelchairs in order to compensate the BMI imperfections (Carlson and del R. Millan 2013; Millan et al. 2010; Carlson, Leeb, Chavarriaga, et al. 2012; Leeb and Millan 2013; Lopes, Pires, and Nunes 2013).

In this thesis, we propose a novel adaptive method for the task of navigating a robotic wheelchair by using brain signals collected and decoded through BMI system based on the motor imagery (MI) mental activity (Section 2.3.3) measured by EEG. Among the numerous possible improvements, we are going to address the following topics:

1- Improve BMI classification by applying de–noise filtering to the EEG brain signals
2- Reduce the mental workload of the BMI subject by offering autonomous navigation
3- Improving robot navigation by introducing real time adaptive navigation assistance

The above topics are widely discussed and addressed as being important and necessary research topics for the improvement of BMI technology in general and BMI based wheelchair navigation technology in particular (McFarland et al. 2006; Kübler 2006; Wolpaw et al. 2002; Allison, Wolpaw, and Wolpaw 2007; Millan et al. 2010; Shih, Krusienski, and Wolpaw 2012; Green and Kalaska 2011; Cabrera, Farina, and Dremstrup 2010; Leeb and Millan 2013; Carlson and del R. Millan 2013).

In the next section we are going to introduce the main methods and the contributions of this thesis with regard to the three topics shown above.
1.2 Overview of Proposed Method and Contributions

In order to address the topics raised in the previous section, we conducted an in-depth review and investigation process of different BMI approaches; then, we decided to select the MI generated electrophysiological process for the EEG signal based BMI system in our experiments. The selected BMI system allows the subject to voluntarily control the mental activity (voluntary MI tasks) in order to achieve brain machine communication. Furthermore, previous research on MI based BMI has already shown to achieve sustainable communication capabilities (Mason et al. 2007).

In order to improve BMI communication, it is very important to have a high brain signal classification rate. EEG signals are very noisy, which makes the classification task challenging (Section 2.3.1.2). In order to remove noise from EEG signals, we propose a linear time invariant (LTI) filtering during the signal pre-processing step, and then we apply spatial and temporal filters (Section 4.3). These filters enable emphasize important discriminatory features of the pre–processed EEG signals, while reducing irrelevant ones.

Linear classifiers are very fast and robust for real time applications. In our implementation, we propose a regularized linear discriminant analysis (RLDA) classifier (Section 4.4.2) which is trained with the data acquired during offline recording sessions. The performance of the above filtering and classification methods are tested with offline datasets from 36 subjects and the results are shown in Appendix D.

Prior to the robot real time navigation sessions, we conducted an offline data recording session. Typical offline sessions involve the subject staring at the screen, and repeatedly perform MI tasks according to the cues presented on screen. In order to minimize the subject’s fatigue and mental workload, we reduce the duration of the offline session to approximately 15 minutes. Based on the offline recording we built a feature extraction model (Section 4.3.4) and a classification model (Section 4.4.2) and we integrated both in the online predictive model (OPM). The OPM (Section 4.5) was used to retrieve, pre–process, filter, classify and send the subject’s mental intentions to the robot in real time during navigation. The OPM is very fast and offers high classification accuracy.

To reduce the subject’s mental workload and improve the real time robot navigation, we have developed assistive modules for direct navigation, autonomous navigation and collision detection (Section 5.2). The direct control module (DCM) is capable to
navigate the robot turn–by–turn. The collision detection module (CDM) uses laser range finder (LRF) sensor data to detect and avoid potential collisions. The autonomous navigation module (ANM) uses a camera to capture assistive information on the floor and navigates the robot autonomously.

The above navigation modules are integrated with the OPM by using an adaptive navigation platform (ANP). The proposed ANP (Section 5.3) adaptively assists the subject during navigation by offering autonomous navigation or direct control navigation, based on the environment context.

In order to evaluate the impact of our method in the robot navigation performance, the experiments were conducted in a comparative manner. During each session, the experimental trials were conducted in assisted and unassisted navigation mode. In assisted mode, the ANP was able to offer collision detection (and avoidance) and autonomous navigation assistance to the subject. The subject was able to accept or reject it by using brain signals. In unassisted mode the ANP was only able to offer collision detection and avoidance assistance.

Experimental results show that when robot navigates in assisted mode using full assistance from ANP, the number of mental tasks per trial, the trial navigation time and the maximal number of collisions detected in a trial, are reduced significantly (Section 6.3). This indicates that the assistance from ANP improves the navigation capabilities of the wheelchair and facilitates the usage of BMI controlled wheelchairs.

The proposed adaptive method not only improves navigation, but also it improves the overall real time BMI classification. By allowing the subject to relax during autonomous navigation, he is able to perform better mental tasks and with greater focus. This improves the BMI classification.

1.3 Thesis Structure

The rest of this thesis is organized into 6 chapters and four appendices. The content of each chapter and the appendices are shown below:

Chapter 2 contains a general background of the human brain anatomical construction and functionality. Then it offers a background of the methods that are used to measure the electromagnetic signals generated from brain activity. The major part of this chap-
ter is used to explain the EEG signal measurement methods and the electrophysiological signals that are most suitable for BMI systems. This includes observations about the EEG signal quality and the brain rhythms that are present in EEG signals. Special attention is paid to the sensorimotor rhythms of the brain, more precisely to MI activity generated rhythms, since these are the rhythms that are used by the BMI system in our experiments.

Chapter 3 reviews the BMI applications. It starts with an introduction of the most important definitions of BMI systems. Then it continues with a review of the BMI application areas, their importance and it introduces some famous BMI applications. A significant part of this chapter is used to introduce the development status of the BMI robotic wheelchair applications for disable people.

Chapter 4 describes in detail the theory and the algorithms that we have used to build our BMI system. It contains a detailed description of the data acquisition hardware and software. Furthermore, it details the offline recording procedure and the offline EEG signal processing including, offline session description, signal pre-processing, spatio–temporal filter construction, feature selection criteria, linear classifier training and it finishes with the OPM, which is used to generate the robot control commands during online robot navigation.

Chapter 5 describes in detail the hardware and the software components of the robotic wheelchair that we have built in our lab and used for the experiments. It contains a detailed description of the sensing and actuating equipment of the robot including the LRF sensor, the web camera, AC servomotors, etc. Furthermore, all software modules that we have developed for assisting robot navigation, the ANP that integrates these modules with the BMI system and the functionality of the BMI controlled robotic wheelchair system as a whole, are described in this chapter. The experimental environment and the experimental protocol for the real time navigation are shown in the last section.

Chapter 6 shows the results of our experiments. It is divided in three parts, the offline BMI, the online BMI and the robot navigation results. Section 6.1 shows the results of the offline EEG signals: the pre-processing, filtering and the OPM construction. The results of BMI classification during real time robot navigation sessions are shown in Section 6.2. Section 6.3 shows the performance of different assistive modules and the
overall performance of the ANP during real time robotic wheelchair navigation experiments.

Chapter 7 concludes the thesis. It emphasizes the main contributions of this thesis by explaining the advantages of our method in comparison to previous works in the field of BMI controlled robotic wheelchairs.

The last part of the thesis contains four appendices. Appendix A summarizes the features and properties of most popular brain activity measurement techniques. Appendix B introduces the electrophysiological signals used to establish BMI communication. Appendix C gives a review of the classification methods used in BMI systems. Last, appendix D shows the classification results obtained by applying our BMI system offline in datasets obtained in our lab and also datasets downloaded from public domains of the BMI community.
2 Background

This chapter gives background information about the human brain anatomy, followed by an overview of some popular brain activity measurement methods. Emphasis will be put on electroencephalography (EEG) since this is the most widely used method for non-invasive BMI applications and it is the method used in the work presented in this thesis. Further, electrophysiological signals used in BMI will be described with a primary focus on the sensorimotor rhythms.

2.1 Human Brain Anatomy

The human central nervous system is made of the brain and the spinal cord which is the continuation of the brain. The brain is the most complex organ of the human body. An adult brain is made of more than $10^{11}$ highly compressed and interconnected (through approximately $5 \times 10^{14}$ synapses) neurons into a very complex compound of mass (Sanei and Chambers 2007). Although single neuron functions are fully understood, the vast amount of neurons, and the dynamic inter-neural connections make it quite impossible to fully understand the right workflow principles of the brain and how certain information is processed dynamically involving different brain parts.

For more than two centuries, neuroscientists have used the spatial approach, which maps the brain into functionally distinct parts. This is mainly based on the principle that neurons serving a similar function are likely to be interconnected with each other, thus be in the same region of the brain.

The brain has a symmetric, bilateral structure with three main regions, the fore brain, the mid brain and the hind brain; and it is connected to the spinal cord through the
hind brain. Each brain region shown above has different parts (Figure 2-1) that are responsible for specific functions.

**Spinal Cord** – is partly responsible for controlling limb movement and the trunk. Furthermore, it processes sensory information from the skin, joints and their associated muscles.

**Hind Brain** consists of medulla oblongata, pons and cerebellum.

- **Medulla Oblongata** – is an extension of the spinal cord into the brain. It contains tracts from and to higher portions of the brain, and also is responsible for vital functions like respiration and heart rate. The upper part of the medulla (reticular formation) is the regulatory system for sleep, waking, and alertness.

- **Pons** ("bridge" in Latin) serves as a connection pathway between: a) the lower cerebellum and spinal cord and b) the higher parts of the brain like the cerebrum and mid brain. It is responsible for providing movement information originating from the cerebral hemispheres to the cerebellum.

- **Cerebellum** ("little brain" in Latin), is shaped like a small brain, and it is primarily responsible for coordinating involuntary movement, walking balance, etc. It is also responsible for precision and fine control of the voluntary movements. It is believed that, when you learn complex motor tasks, the details are stored in the cerebellum.

![Figure 2-1 Brain sagittal section (adopted from Wikimedia)](image)
**Midbrain** is the smallest part of the human brain and connects the hindbrain to the forebrain. It contains important pathways for hearing and vision; furthermore, it is involved in processing and controlling a variety of sensory and motor functions (e.g. eye movements), and coordinates auditory and visual reflexes.

**Fore Brain** consists of the diencephalon (hypothalamus and thalamus) and cerebrum.

- **Thalamus** is responsible for processing sensory and motor information and then relays it to the corresponding part of the cortex.

- **Hypothalamus** is responsible for the taste and smell, it controls the heart rate, blood pressure, body temperature, etc. It also controls mood and emotions.

- **Cerebrum** is the largest and the most developed part of the brain. It is made of two symmetrical cerebral hemispheres connected by the **corpus callosum**. The surface of the cerebrum is called the **cortex** and consists of layers of neuron cells. It appears grey in color; hence it is usually called the “grey matter”. The inner part is called the **medulla** and it consists of trillions of neuron connection fibers. It is white in color; hence it is called the “white matter”. The cortex is highly convoluted to increase its surface area. It is believed that higher convolutions lead to higher intelligence. Cerebrum is responsible for the intelligence, personality, thinking, memory, consciousness, will power, producing and understanding language, interpretation of sensory impulses, motor functions, planning etc.

Supposedly, all cognitive functions are processed through the electrical activity of the neuron cells located in the structures of the cortex layer of the brain. Specific cortex areas are responsible for sensory, motor or intellectual processing. Brain mapping is used to associate different brain functions with different areas. This mapping is done by associating similar function classes in a large area and then specific sub-class of functions into smaller subareas. Theoretically, this mapping can go up till single neuron function level. Practically, it is impossible to associate every specific neuron cell with a brain function; instead, neural populations are mapped as responsible for specific brain activity.

The cortex has **sensory areas**, **association areas** and **motor areas**. The sensory areas receive the messages from the sensing organs, the association areas associate this information with other sensory information and the motor areas are responsible of the control of the voluntary muscles. The cortex has four distinct lobes: frontal, parietal, temporal and occipital (Figure 2-2).
**Frontal Lobes** are located at the front of each hemisphere, anterior to the neighboring parietal lobe and above the temporal lobe. Some of their most distinctive functions are associated with behavior, planning, motivation, long–term memory and attention. Here are located the areas responsible for motor functions (Figure 2-3).

**Parietal Lobes** function is primarily associated with multimodal sensory information integration especially for navigation and object manipulation. The most distinctive function is to visually map in space and time a perceived object’s position, relative to the body. Specific parts of the parietal lobes are associated with language processing functions.

**Temporal Lobes** are located on both sides of the brain mainly associated with auditory processing, language processing and some visual processing. In this region of the cortex is also located the hippocampus which plays an essential role in converting short–term memory into long–term memory.

![Brain cognitive functions location map](image-url)
Occipital Lobes are located at the back of the head. Their function is almost exclusively associated to visual processing; including sub–areas specialized for color or edge direction detection. The back of the lobes are arranged in such a way as to reflect the retinal field as a spatial map.

The motor cortex is subdivided into distinct areas associated with different body parts (Figure 2-3). In this thesis, we will mainly focus on the brain activity of the motor cortex and the signals generated from this area of the brain, more precisely to the signals corresponding to the control of limbs.

2.2 Measuring Neural Activity

BMIs operate based on the subject’s measured brain activity. In this section, we will describe different available methods for measuring brain activity. Then we will identify the brain signals that are commonly used to drive the BMI.
2.2.1 Overview of Brain Activity Measurement Methods

Researchers have identified around a dozen different kinds of brain signals as suitable for a BMI (Wolpaw et al. 2002). Based on the signal and the targeted brain activity different measurement methods are used (Wolpaw et al. 2006). These methods are divided into three categories:

1- Non–invasive methods, which include methods that measure the magnetic field changes, the Magnetoencephalography (MEG) (Bianchi et al. 2010; Mellinger et al. 2007; Besserve et al. 2007; Pfurtscheller and Lopes da Silva 1999) or the electrical field changes, the EEG.

2- Other non–invasive methods that measure metabolic processes of the brain like Functional Magnetic Resonance Imaging (fMRI) (Weiskopf et al. 2004; Minati et al. 2012), Near Infrared Spectroscopy (NIRS) (S. M. Coyle, Ward, and Markham 2007; Sagara, Kido, and Ozawa 2009), or Positron Emission Topography (PET) (Bernhard Graimann, Pfurtscheller, and Allison 2010).

3- Invasive methods like Electrocorticography (ECoG) or implanted electrodes placed inside the cortex (Leuthardt et al. 2011; Krusienski and Shih 2011; Chapin et al. 1999; Velliste et al. 2008; Mano et al. 2013).

The most popular non–invasive measurement method used in BMI applications is EEG (Wolpaw et al. 2006). More details about other techniques used for brain activity measurement are shown in Appendix A.

Recently, EEG devices have become more affordable (although still expensive for personal use), more portable and provide a relatively good signal resolution. Furthermore, EEG based measurement methods are entirely non–invasive and easier to set up, compared to invasive and other complicated non–invasive methods. Consequently, most of current BMI systems are using EEG to measure brain activity. In this thesis, we have focused our work on EEG–based BMI.

2.2.2 Invasive BMI Methods

Invasive BMI is very promising and rapidly growing research field. Invasive BMI uses signals acquired from electrodes (sensors) implanted inside specific parts of the brain, to measure targeted neural populations’ activity (Lebedev and Nicolelis 2006;
Friehs et al. 2004; Hochberg et al. 2006; Nicolelis 2001; Schwartz et al. 2006). Obviously, it is by far less popular than EEG for the very difficulties and risks that the surgery for implanting the electrodes carries. Most of invasive BMI system applications are designed and evaluated in primates (Lebedev and Nicolelis 2006; Nicolelis 2001; Velliste et al. 2008) or rats (Chapin et al. 1999; Mano et al. 2013). However, examples of invasive BMI in humans exist and have shown some promising results (Yanagisawa et al. 2012; Collinger et al. 2013).

When it comes to signal quality, invasive BMI offers the best spatial resolution and signal quality. The recording electrodes are implanted in the target neural area (e.g. motor cortex) and acquire better signal compared to the cluttered, multi–sourced and noisy EEG signal recorded on scalp. For instance, electrodes implanted into the motor cortex area, which is responsible for left hand movement, will record a much higher neural activity when a left hand movement occurs opposed to a right hand movement. The signal measured with EEG electrodes on the scalp is very noisy, comes from multiple approximately same distance neural sources and it is attenuated from the skull.

Nevertheless, the signal quality in invasive BMI comes with a high price. The use of implanted electrodes might be dangerous for the health of the subjects. Implanting electrodes requires neurosurgical operation. Furthermore, electrodes have a limited lifetime, which requires regular surgery operations for electrode replacements. Moreover, the body may resist the electrodes, which makes the whole risky procedure go in vain.

2.3 Electroencephalography

An EEG signal is the measurement of currents that flow during synaptic excitations of the dendrites of many pyramidal neurons in the cerebral cortex. When brain cells (neurons) are activated, the synaptic currents are produced within the dendrites (Figure 2-4). This current generates a magnetic field measurable by electromyogram measuring devices and a secondary electrical field over the scalp measurable by EEG measuring devices (Sanei and Chambers 2007).

A typical multi–electrode EEG recording is shown on Figure 2-5. EEG measurements have been conducted on human subjects for almost a century since the first recordings in 1924 by Hans Berger. It is at that time that he named it “electroencephalogram”. Anyway, in the last 20 years there has been a rapid increase of EEG usage.
2. Background

Figure 2-4 Structure of a neuron (adopted from (Sanei and Chambers 2007))

Figure 2-5 Multi-electrode EEG recordings (adopted from Wikipedia)

2.3.1 Recording EEG

EEG signals are measured by using specific EEG electrodes placed on the scalp of a human subject. The number of recording electrodes varies from few to about 256. Usually, these electrodes come pre-mounted on elastic caps.

To improve conductivity (i.e. reduce electrode impedance), which leads to the acquisition of better signal resolution, the contact between the electrodes and the skin is generally enhanced by using ethanol, conductive gel or paste (Sanei and Chambers 2007). As a general rule, the best signal is acquired when impedance is below 3kΩ. In order to achieve good performance, each electrode’s impedance needs to be carefully checked and
the gel needs to be applied thoroughly. This makes the electrode montage procedure generally tedious and lengthy. Furthermore, electrodes need to be placed as close to the scalp as possible which may lead to headache caused by pressure. Recently, dry electrodes have been introduced to the market (e.g. g.SAHARA\(^1\)). However, the signal acquired with this electrodes results in lower BMI performance, compared to the performance of BMI based on signals acquired with gel electrodes.

EEG measures voltage differences, generally with an amplitude range of 100 microvolts (Sanei and Chambers 2007). It is thus necessary to amplify these signals before digitizing and processing them. Usually, EEG signals are amplified up to 100,000 times, which equals up to 100dB voltage gain. In order to obtain voltage differences, usually one electrode or a combination of electrodes are used as reference. The most popular referencing methods include:

**Common Reference** – Usually the reference electrode is placed in one or both ear lobes, or in the right/left mastoid. Then, each EEG signal channel is yielded from the difference of each recording electrode with the common reference electrode.

**Common Average Reference** – Here the reference is not just an electrode but is the average value of all recordings electrodes. Then, similar to common reference, each EEG signal channel is yielded from the difference of each recording electrode with the common average reference.

**Bipolar Reference** – This is very different from the above methods. In bipolar reference, each EEG channel is the result of the difference between two electrodes. They are arranged as linked serial pairs since the reference electrode of the first channel is the active electrode of the next channel.

EEG electrode placement is very important since the signal recorded in one site is different from another. In order to standardize the placements and thus, make it easier to compare the recordings, the standard model “10–20 international system” is used (Klem et al. 1999).

The standard electrode placement (Figure 2-6) uses two fixed reference locations, the nasion and the inion, to define the size of the head. The distance from nasion to inion is divided into 10% and 20% intervals in the horizontal and vertical plane. Each elec-

\(^1\) A product of g.tec

trode location has a unique label assigned in a systematic manner. Depending on the electrode location, the first character of each label can be one of the following letters: ‘O’ for occipital lobe, ‘T’ for temporal lobe, ‘P’ for parietal lobe or ‘F’ for frontal lobe. The second character can be the letter ‘z’, which denotes the midline, or a number. Labels ending with odd numbers are located on the left hemisphere while those ending with even numbers are located on the right hemisphere. Further, the distance of the location to the midline can be determined by its trailing number. The smaller the electrode number, the closer its location to the midline.

2.3.1.1 Brain Rhythms

The signals recorded with EEG consist of different oscillations named “rhythms” (Sanei and Chambers 2007). These rhythms are very distinctive in terms of spatial and spectral localization. There are 6 classical brain rhythms (Figure 2-7):

1- **Delta rhythm** is usually observed in adults during sleep. It is a slow rhythm (1–4 Hz), with relatively large amplitude.

2- **Theta rhythm** is usually observed during drowsiness and in young children. It is faster than delta rhythm (4–7 Hz).

3- **Alpha rhythm:** These are oscillations, located in the 8–12 Hz frequency band, which appear mainly in the posterior regions of the head (occipital lobe) when the subject has closed eyes or is in a relaxation state.

4- **Mu rhythm:** These are oscillations in the 8–13 Hz frequency band, believed to be originated in the motor and sensorimotor cortex. The amplitude of this rhythm varies when the subject performs movements. Consequently, this rhythm is also known as the “sensorimotor rhythm” (Pfurtscheller and Neuper 2001).

5- **Beta rhythm:** This is a relatively fast rhythm, belonging approximately to the 13–30 Hz frequency band. It is a rhythm which is observed in awaken and conscious persons. This rhythm is also affected by the performance of movements, in the motor areas (Pfurtscheller and Neuper 2001).

6- **Gamma rhythm:** This rhythm concerns mainly frequencies above 30 Hz. This rhythm is sometimes defined with a maximal frequency around 80 Hz or 100 Hz and is associated with various cognitive and motor functions.
2. Background
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Figure 2-6 International 10–20 electrode placement system

Figure 2-7 Brain rhythms (adopted from Wikipedia)
2.3.1.2 EEG Signal Quality

A common problem with the signal measured with EEG is the high level of noises, which in the BMI community are commonly called artifacts. These artifacts are divided in two groups: 1) artifacts that do not originate from the subject, called subject independent, and 2) artifacts that originate from the subject (brain and/or muscle), called subject dependent.

The first group includes artifacts from the environment and the recording devices, including but not limited to: the power line, computers and computer screens, electrode amplifiers, cellphones, etc. An artifact source present in all EEG recordings is the noise induced by the EEG amplifier’s power supply. The EEG signals are very weak and they can be easily disturbed by strong environment signals.

The second group includes signals generated from brain activity not related to the specific task performed for BMI, and capable to mask and/or affect the EEG signal. For instance, alpha rhythms occur in the same frequency as the P300 component (Appendix B.2.2). With strong alpha activity the P300 diminishes as it gets masked by the higher amplitudes of the alpha rhythm. In the second group are included also signals coming from muscular activity, these artifacts may originate from: a) increased muscle tension (Electromyographical artifacts), especially head or neck muscles may corrupt the EEG with heavy signal disturbances of high amplitudes; b) electrical activity of the heart muscle (cardiac artifacts); c) limb or other body movements (motion artifacts) may disturb recording electrodes; d) eye blinking and eye movements (Oculographic artifacts) are easily visible in EEG and have higher amplitude than most of BMI significant electrophysiological signals.

Commonly, before every BMI operation the subject’s scalp and the electrodes are cleaned, and gel is added to reduce impedance. Good grounding, reference and EEG signal electrode impedance leads to reduction of artifacts. Furthermore, the subjects, which in the research laboratories are usually healthy and able to move all their muscles, are advised to make as little movement as possible to reduce the artifacts. Reducing the amount of electronic equipment usually results in improved signal quality.

Besides artifacts, there are further limitations of EEG signals far more difficult to overcome. An EEG recording offers low spatial resolution; indeed, the signal recorded from an electrode is not just from one location. No matter where the electrode position is,
electrical activity from close proximity sources is simultaneously recorded. The number of these sources is unknown and dynamically changes in time. Moreover, neural population’s electrical activity in the targeted brain area is impossible to measure on the scalp due to the attenuation ability of the skull. All dipole neurons of the area must be synchronized and must be oriented perpendicular towards the scalp with their dendrites aligned in parallel to maximize the amplitude of the electrical field in order to penetrate the skull (Niedermeyer and Silva 2005; Sanei and Chambers 2007).

2.3.2 Electrophysiological Signals Suitable for BMI

BMI communication is based on the identification of specific neural activity generated signals. In the case of EEG based BMI, the communication is established by using electrical brain signals (or electrophysiological signals). Based on the assumption that similar neural activity generates similar electrophysiological signal patterns (or features), the BMI goal is to identify specific neural activities by decoding the brain signals and associating them with previously known signal patterns (or features).

Current BMI systems use various electrophysiological signals to establish BMI communication. Based on the subject’s role during the generation of these signals, there are two main categories (Curran and Stokes 2003; Wolpaw et al. 2002):

**Evoked Signal or Evoked Potential** (EP) are automatically generated in specific brain areas when an external stimulus (e.g. visual) is perceived by the subject. These signals, also referred to as event related potentials (ERPs), are typically generated in response to peripheral or external stimulations, and appear as somatosensory, visual, and auditory brain potentials, or as slowly evolving brain activity observed before voluntary movements or during anticipation of conditional stimulation (Sanei and Chambers 2007). The most commonly used signal class in this category is the Steady State Evoked Potentials (SSEP) and the P300. Since they are automatically generated, little or no subject training is required to operate the BMI system (Diez et al. 2013; Wolpaw et al. 2002). Nevertheless, an initial tuning based on offline recorded signals is still needed. The drawback of these signals is that they cannot be controlled by the subject, but only by the external stimulus device (e.g. monitor).

**Spontaneous Signals** are voluntarily generated by the subject following a voluntary cognitive process (i.e. mental activity). In this category, the most commonly used sig-
nals are the *motor* and *sensorimotor rhythms*. Other spontaneous signals used for BMI include, *Slow Cortical Potentials* (SCP) (Hinterberger, Schmidt, et al. 2004; Birbaumer 2006) and *non–motor cognitive task* generated signals like mental mathematical computations, mental rotation of geometric figures, visual counting, mental generation of words, music imagination, etc., (Cabrera, Farina, and Dremstrup 2010; Chai et al. 2012).

A description of the most popular electrophysiological signals acquired with EEG and used for BMI is shown in Appendix B. In this thesis, we will focus on spontaneous signals generated by *motor* and *sensorimotor rhythms*, which will be addressed in the next section.

### 2.3.3 Sensorimotor Rhythms

These brain rhythms are believed to be originated in the motor and sensorimotor cortex during a motor movement (e.g. hand movement) or imagination, by the subject. They are mainly generated in the $\mu$ and $\beta$ rhythm frequency bands, which are present in most healthy adults (Pfurtscheller and Berghold 1989). It is possible for a human to voluntarily control these rhythms. This feature makes these rhythms very attractive for BMI usage. In the following, we are going to explain two traditional approaches used to communicate through BMI by using sensorimotor rhythms:

**Operant Conditioning** – In this approach, the subject learns to voluntarily modify the amplitude of his sensorimotor rhythms through a (very) long training procedure using real time feedback (Wolpaw and McFarland 2004; Wolpaw et al. 1991; Vaughan et al. 2006; Wolpaw 2007). After training the subject is able to generate easily detectable sensorimotor rhythms.

**Motor Imagery** – During an EEG recording session if the subject performs a motor movement (or imaginary motor movement), a power decrease in $\mu$ and $\beta$ rhythms can be noticed over the corresponding motor cortex part of the imagined limb. This process is called Event Related De–synchronization (ERD). After the MI task is finished there is a recovery in the power of $\mu$ and $\beta$ rhythms known as Event Related Synchronization (ERS) (Lemm, Müller, and Curio 2009; Pfurtscheller and Lopes da Silva 1999; Pfurtscheller et al. 1998). The dynamic of the above electrophysiological activity is shown in Figure 2-8.
2. Background

The ERD/ERS process starts around one second before the actual movement or the imaginary movement. This is commonly referred to as Readiness Potential or Pre–Motor Potential. This potential is associated with pre–motor cortical activity that happens in the planning area of motor cortex. The ERD/ERS generated from MI is broadly used for BMI communication. Usually up to three MI tasks are used in BMI, each associated with a command or a control action (Wolpaw et al. 1991; Blankertz, Dornhege, Krauledat, Müller, et al. 2006; Pfurtscheller et al. 1997).

2.3.4 Conclusion

There exist successful BMI implementations with all the signals presented in this section. Depending on a specific application every signal has its advantages and its disadvantages, this makes the selection of the signals closely related to the application. EP can be operated without subject training, but they require continuous usage of external stimuli which can be tiring for the subjects. For instance, it has been reported that the P300 amplitude elicited by the mental task decreases over time due to mental and physical fatigue (Ullsperger, Metz, and Gille 1988; Sanei and Chambers 2007).

In the case of robot control, spontaneous signals are more natural and comfortable to use since they do not rely on external stimuli, but they generally require a long training time. Commonly, before using a MI based BMI system online (i.e. to control a robot in
real time), few training sessions are required to tune the BMI in order to become reliable (Pfurtscheller, Graimann, and Neuper 2006). In this direction, recent machine learning and signal processing methods have shown to significantly reduce the training time while still keeping good BMI communication quality (Blankertz, Dornhege, Krauledat, Müller, et al. 2006; Krauledat et al. 2008; Blankertz et al. 2007). Anyway, there remains the need for the subjects to be able to concentrate on the mental task, and with no doubt trained subjects perform better than untrained ones.

In this thesis, we will focus on the detection of MI brain activity generated electrophysiological signals, for the task of BMI based navigation of a robotic wheelchair in real time.
3 Brain Machine Interface

This chapter gives a general overview of BMI systems. It starts with the introduction of the generic diagram of a BMI system (Section 3.1). Then, it continues with some important definitions of the BMI systems (Section 3.2). The last part of this chapter (Section 3.3) contains a literature review of the BMI system applications in different research fields including, communication and control, gaming and virtual environments, motor recovery, and motor substitution.

3.1 BMI Diagram

BMI is a relatively new, multidisciplinary research field that involves computer science, signal processing, intelligent robotics, neuroscience, etc. The BMI systems are usually used to control assistive robots (Perrin et al. 2010; Mano and Capi 2013), communicate with computers (Birbaumer et al. 2000), play games (Lotte 2011; Nijholt, Bos, and Reuderink 2009), etc.

Since there are many ways to establish a BMI communication and the BMI applications cover a wide area of different fields, there does not exist a unified standard diagram for BMI. Anyway, a conceptual generic diagram of a BMI system that controls a robotic wheelchair in real time is shown in Figure 3-1. A BMI system usually follows six steps during online operation: signal acquisition, signal processing, feature extraction, classification, robot control command and feedback (Mason and Birch 2003):

1- **Signal Acquisition (brain activity measurement)** is done by using different types of sensors that measure brain activity (Shih, Krusienski, and Wolpaw 2012). In this thesis, we will focus on the electrophysiological brain signals measured by EEG.
2- **Signal Processing** is used to remove signal noise, while preserving or even enhancing important information that is embedded within the recorded brain signals (Bashashati et al. 2007).

3- **Feature Extraction** (in some BMI application is also considered as part of the signal processing step) has the goal of extracting the values or features of the brain signals that best describe the targeted mental activity.

4- **Classification** assigns a “class” to the features extracted from the previous step (Lotte et al. 2007). In BMI, “class” refers to a specific mental state or mental activity which is used to establish BMI communication.

5- **Robot Control Command**. The output of the classifier is usually associated with a control command (i.e. turn left or turn right) that is used to actuate a robot (Wolpaw et al. 2006).

6- **Feedback** is used to notify the subject with the results of the classifier (mental state classification output). It is a common belief that subjects can, at some level, control and adapt their brain signals in order to achieve better BMI performance (Wolpaw et al. 2002). Feedback can be visual or auditory (Wolpaw et al. 2002; Hinterberger, Neumann, et al. 2004; Brumberg, Guenther, and Kennedy 2013).

As mentioned in Section 2.3.4, offline recording session(s) are used to calibrate the signal processing, classification and feature extraction algorithms of the BMI system. During offline session(s), the BMI subject is asked to repeat some predefined mental tasks for a certain amount of time while brain activity is monitored, recorded and stored in a computer.

The offline sessions are crucial to the BMI system performance. Since every subject’s mental activity has unique characteristics, then the BMI must be calibrated with the specific subject brain activity recordings (Pfurtscheller and Neuper 2001).
3.2 Definitions

A brain computer/machine interface is a direct communication pathway between the brain and an external device (Wolpaw et al. 2000) that does not depend on the brain’s normal output channels of peripheral nerves and muscles (Wolpaw et al. 2002). This communication is based on the principle of decoding the brain activity produced while the BMI subject performs specific mental tasks. BMI systems are usually distinguished by three main features:

**Dependence** – A dependent BMI (Lalor et al. 2005; Allison, Graimann, and Gräser 2007) uses some level of motor control from the subject, whereas an independent BMI relies only in the online measured brain activity (Allison, Wolpaw, and Wolpaw 2007). By using motor functions, a dependent BMI system offers higher communication and control capabilities compared to an independent BMI system. But, in the case of BMI applications targeted at disabled people, residual motor functions are not always available, thus the independent BMI systems are the only solution.

**Invasiveness** – Depending on the placement of the signal acquisition electrodes (or sensors) that measure the brain activity, a BMI system can be classified as invasive, partially invasive or non–invasive. If the electrodes used for brain activity measurement are placed within the cortex, the BMI system is called invasive or fully invasive (Moritz, Perlmutter, and Fet 2008; Mano et al. 2013). If the electrodes are placed inside the skull but outside the cortex area, the BMI system is called partially invasive. Last, if the measurement electrodes are placed outside the head (i.e. on the scalp) the BMI system is called non–invasive (Wolpaw et al. 2002; Shih, Krusienski, and Wolpaw 2012). With an invasive BMI it is possible to acquire better signal quality and thus improve overall communication performance, but invasive BMIs are very risky, expensive and require brain surgery.

**Device Synchronization** – Depending on the subject’s interaction with the system, there are two types of BMIs: synchronous (device–paced) and asynchronous (self–paced). When using a synchronous BMI, the subject can interact with the robot or the BMI application only when notified by the system through a visual or auditory signal, called device stimuli. This interaction involves the subject performing a certain voluntary mental task, or the BMI system detecting itself an involuntary mental activity, for a predefined amount of time. Before the stimulus and after the mental task time ex-
pires, the communication channel is closed. In contrast, asynchronous BMIs do not use any device synchronization. In an asynchronous BMI, the subject is able to communicate with the device by voluntarily performing one or several predefined mental activities for the BMI communication, or choose not to interact by not performing any of the above activities (Mason et al. 2006; Bashashati 2007; Scherer et al. 2007; Pfurtscheller, Graimann, and Neuper 2006; Pfurtscheller et al. 2010). An asynchronous BMI system is ideally the best solution, but technically it is very challenging to design and build reliable asynchronous BMI systems that offer high level of accuracy. Recently, BMI applications in this direction have started to emerge (Tsui, Gan, and Hu 2011; H. Zhang et al. 2012).

### 3.3 BMI Applications

For more than 20 years, research on BMI systems has attracted a great deal of attention, and applications in different research fields have emerged. The first and most important BMI applications fall in the medical domain, aimed at assisting disable people (Shih, Krusienski, and Wolpaw 2012), but there exist applications in other domains like video games and virtual reality, that although primarily aimed for the development of BMI systems for disable people, can be used by healthy people as well (Bonnet, Lotte, and Lecuyer 2013; Leeb, Friedman, Slater, et al. 2007; D. Coyle et al. 2011)

The existing BMI applications can be divided into four major categories (Millan et al. 2010). Each of these categories will be explained in a separate subsection in the following this chapter.

#### 3.3.1 Communication and Control

This category includes applications that assist severely disable individuals to communicate with other people and/or to control their environment. Examples of such applications are spelling devices (Cecotti 2011), computer cursor control, etc. Here we are going to introduce three classical examples of BMI speller devices.

**The P300 speller** is an application used to spell words by utilizing the fact that rare events in the oddball paradigm elicit the P300 component of the ERP (Appendix B) in brain signals measured by EEG (Farwell and Donchin 1988; Donchin, Spencer, and
This application could enable a subject to spell up to 7.8 letters per minute with approximately 80% accuracy. The advantage of this BMI application lies in the fact that almost any subject who is able to control his gaze, can use it without needing prior training. There exist also other BMI applications based on a similar principle that have been developed more recently (Piccione et al. 2006; Sellers and Donchin 2006; Hoffmann et al. 2008).

The “Thought Translation Device” (TTD) aims at enabling paralyzed individuals to spell words by using their spontaneous variations of the brain SCP (Appendix B) signal amplitude. The subjects using this BMI application must learn to control their SCP through a long training procedure before being able to use it. This TTD system enables disabled people to communicate with a speed approximately one letter every 2 minutes (Birbaumer et al. 2000).

**Hex–O–Spell** is an asynchronous BMI application that uses MI brain activity generated signals and is capable to achieve an information transfer rate up to 7.6 letters per minute (Blankertz, Dornhege, Krauledat, Schroder, et al. 2006). The system has two cascade levels (Figure 3-2). At level 1, the subject selects a hexagon cell containing 5 letters, by using right hand MI to rotate the green arrow until it points to the desired cell. Then, by using foot MI is able to select the cell. At level 2, the subject does the same procedure to select the cell with the desired letter.

BMI applications in communication also include web browsing (Karim et al. 2006; Bensch et al. 2007; Mugler et al. 2008), computer cursor control (Wolpaw et al. 1991; Wolpaw and McFarland 2004; Vaughan et al. 2006) virtual keyboards (Mayaud et al. 2013) and speech communication (Brumberg et al. 2010).

![Figure 3-2 The text entry system ‘Hex–O–spell’ interface (adopted from (Blankertz, Dornhege, Krauledat, Schroder, et al. 2006))](image-url)
3.3.2 Gaming, Entertainment and Virtual Reality

In addition to medical applications, there is an increasing number of BMI applications for entertainment, such as 2D/3D video games and virtual reality based BMI prototypes (Lecuyer et al. 2008; Hasan and Gan 2012; Lotte 2011). Virtual reality offers a convenient test bed for BMI applications. It allows research and development of different BMI systems behaviors, in different virtual scenery, environments and situations within the same place, thus avoiding the expense and risks of conducting those experiments in real world.

Early work on virtual reality includes use of BMI for flight simulators (Nelson et al. 1997; Middendorf et al. 2000; Bayliss and Ballard 2000). Other applications include, healthy and paralyzed adults exploring and/or walking in virtual environments (Leeb, Lee, et al. 2007; Scherer et al. 2008), controlling virtual cars (Zhao, Zhang, and Cichocki 2009), manipulating virtual objects (Lalor et al. 2005), and avatars (Faller et al. 2010).

Leeb et al. has shown a virtual reality BMI based wheelchair navigation controlled by a spinal cord injured patient. In this study, the subject was able to navigate the wheelchair in a virtual street populated with other avatars (Figure 3-3) by using an asynchronous BMI system based on a single bipolar recording of his centrally localized beta oscillations, generated from the movement imagination of his paralyzed feet. In average, the subject was able to navigate the wheelchair from one position in a virtual street to another with 90% accuracy (Leeb, Friedman, Slater, et al. 2007).

Recently, some interesting BMI based video game applications have been developed. They include single user based video games like bacteria hunt (Mühl et al. 2010) or BMI controlled spaceship video game (D. Coyle et al. 2011), and also multiple user games like playing soccer (Bonnet, Lotte, and Lecuyer 2013).

Figure 3-3 BMI navigation in a virtual street (adopted from (Leeb, Friedman, Slater, et al. 2007))
3.3.3 Motor Recovery

The modern approach of neuroscience–based rehabilitation aims to use BMI protocols (i.e. limb MI tasks) as an opportunity to improve motor function recovery by stimulating and guiding brain plasticity phenomena after stroke. Current rehabilitation therapies can directly benefit from BMI by reinforcing and increasing more effective usage of impaired brain areas and connections (Ward and Cohen 2004; Gerloff et al. 2006; Nudo 2006; Millan et al. 2010; Shih, Krusienski, and Wolpaw 2012).

Furthermore, combining BMI with functional electrical stimulation (FES) or assistive robotics may aid motor relearning in stroke patients. Using BMI to assist rehabilitation therapy may also reduce the cost of rehabilitation process by reducing the need for the presence of a rehabilitation therapist. Anyway, within the BMI community this topic is at a very preliminary stage (for a detailed review see Birbaumer, Murguialday, and Cohen 2008; Daly and Wolpaw 2008; Mak and Wolpaw 2009; Millan et al. 2010; Shih, Krusienski, and Wolpaw 2012).

3.3.4 Motor Substitution

The unique ability to communicate with machines only by mere thought (i.e. brain signals), makes the combination of BMI systems with assistive technologies a very attractive choice to provide solutions that can benefit patients with motor disability, when no other means are possible.

BMI usage to support human’s motor disability is a very important application field within BMI community. Two main areas that have seen a significant development include the BMI systems that are used to: 1) substitute grasp function and 2) provide some mobility functions to paralyzed patients (Millan et al. 2010). Examples of applications in both areas are shown in the following.

3.3.4.1 Grasping

FES has the potential to partially restore lost motor functions in disable individuals. A crucial motor function, that can significantly improve the quality of life in disabled patients, is hand grasping (K. D. Anderson 2004). The currently developed neuroprosthet-
ic arms that are aimed at restoring grasp function in disable individuals mainly fall into four categories:

The first category of neuroprosthetic arms relies on other residual motor functions, not related to grasping (i.e. forearm muscles), to restore grasp function (Kameyama et al. 1999; Mangold et al. 2005; Memberg, Crago, and Keith 2003).

The second category involves non–invasive BMI neuroprosthetic arms, aimed at severely paralyzed patients that do not have other residual motor functions available (Müller-Putz et al. 2006; Tavella et al. 2010).

The third category is the combination of the first two. In this category non–invasive BMI and FES systems combined applications are used to restore grasp, wrist and elbow motor functions (Pfurtscheller et al. 2003; Müller-Putz et al. 2005; Leeb et al. 2010; Pfurtscheller et al. 2005).

The fourth category is the invasive BMI prosthesis. Isolated motor cortex neural recordings have shown the possibility of controlling prosthetic limbs (Moritz, Perlmutter, and Fetz 2008; Velliste et al. 2008; Chapin et al. 1999).

However, the use of BMI and FES in the field of motor recovery needs to be investigated more extensively (Millan et al. 2010; Leeb and Millan 2013).

3.3.4.2 Assistive Mobility

BMI technology can provide motor substitution by assisting subject’s mobility with brain controlled wheelchairs (Galán et al. 2008; Philips et al. 2007) or with remote brain controlled telepresence robots (Tonin et al. 2010). A third option is to provide sophisticated lower limbs to restore walking abilities in disable individuals. Due to the complexity of the walking process and the restricted capabilities of the BMI systems at the current state of their development, the third option has not been thoroughly investigated yet.

In this thesis, the case of mobility assistance provided by brain controlled wheelchairs is considered. There are two BMI aspects that make the task of controlling a wheelchair very challenging. First, it is the low–bitrate nature of the BMI communication channel. BMI can efficiently classify only up to three or four mental tasks, which limits the subject’s available actions and affects directly the control performance. Second, the
brain signals change from one mental state of a human to another (Sanei and Chambers 2007) and from one human to another human. This makes the generalized BMI models inefficient for mental task classification, which directly affects the BMI communication quality. These aspects have been previously investigated in BMI based control of either real wheelchairs (Perrin et al. 2010; Urdiales et al. 2011; Carlson, Leeb, Monnard, et al. 2012; Lopes, Pires, and Nunes 2013) or simulated wheelchairs (Gentiletti et al. 2009; Galán et al. 2008).

In order to deal with the individuality and the dynamic nature of brain signals, subject’s specific predictive models are commonly acquired prior to BMI operation. Furthermore, during online BMI operation, the subjects are required to follow the same mental task dynamics repeatedly. This usually leads to a high subject’s mental workload and makes the whole navigation experience tiring.

A common ground used to address the above BMI controlled wheelchair challenges, is the combination of BMI systems with intelligent robotic wheelchairs (Wolpaw et al. 2000). The shared control or shared autonomy approach (Perrin et al. 2010; Galán et al. 2008; Philips et al. 2007) is proposed as an effective way to deal with the low bitrate nature of the BMI. In this approach, the robotic wheelchair is equipped with different assistive modules to complement BMI and assist robot navigation, based on robot intelligence and environment situation (Philips et al. 2007).

In general, the shared control approach allows a dynamic autonomous control level between the subject and the robot, which can be defined either by the subject or the robotic wheelchair system. In one approach, changing the control level (control mode) requires the subject to be able to control an extra switch or button (Katevas et al. 1997; Bourhis and Agostini 1998; Prassler, Scholz, and Paolo Fiorini 2001; Parikh et al. 2004; Yanco 1998). This approach offers a very complicated operation procedure and requires manual intervention, which is only possible when the subjects have residual motor functions. In a second approach, the shared control system automatically switches from one mode to another without requiring any subject intervention (Levine et al. 1999; Röfer and Lankenau 2000). This approach restricts the subjects control and offers navigation assistance only in a predefined manner, which makes the navigation strictly environment dependent. In a third approach, the BMI navigation system estimates the subject’s mental intent and provides appropriate assistance for navigation of the wheelchair based on the environment and a predefined level of assistance priority (Vanacker et al. 2007; Galán et
al. 2008; Millan et al. 2009; Tonin et al. 2010). This approach, which is actually an improvement of the second approach, autonomously navigates the robot and switches assistance based on the subject mental activity using the BMI system. Theoretically, the third approach is the most suitable, but also the hardest to achieve.

When attempting to provide a shared control with a synchronous BMI (Lopes, Pires, and Nunes 2013) the subject’s get easily tired, since continuous focus is needed on the stimuli screen. On the other hand attempts to provide an “asynchronous” BMI control either ignore the subject intentions during autonomous navigation or require the subject to continuously control its mental state, which leads to a very high mental workload (Galán et al. 2008; Philips et al. 2007; Perrin et al. 2010; Leeb, Friedman, Müller-Putz, et al. 2007; Vanacker et al. 2007). Furthermore, modules used to assist navigation require specific prior environment information (e.g. the goal location for orientation recovery module) and in some cases need environment training, which makes the BMI navigation closely environment dependent (Lopes, Pires, and Nunes 2013; Perrin et al. 2010). A typical example of the semi–autonomous strategy is introduced by Perrin et al. (Perrin et al. 2010). This method reduces subject’s mental workload, by autonomously navigating the robot, and by requiring subject involvement for simple yes or no decisions. The subject get involved only when a navigation choice has to be done, and doesn’t have any control (BMI based) over navigation otherwise.

The adaptive wheelchair navigation method proposed in this thesis, reduces the mental workload of the subject while still allowing full control over navigation. The subject is able to accept or reject assistance offered by the ANP at any time only by using his brain activity measured by EEG. Furthermore, no prior environment training or environment information (e.g. goal position, layout map, etc.) is used for robot navigation.
4 Developed BMI System

This chapter introduces in detail all the methods and techniques that we have used to design the BMI system for our experiments. As such, it details the different processing steps in our BMI system, including measurement of brain activity in Section 4.1, offline data recording in Section 4.2, signal processing and feature extraction in Section 4.3 and classification in Section 4.4. Finally, Section 4.5 describes the online predictive module that we will use for robot control.

4.1 EEG Signal Acquisition

The EEG signals were recorded on scalp by using \( d \) EEG electrodes \((d = 15)\) mounted on an electrode cap positioned as shown in Figure 4-1 (\( F7, F8, F3, F4, C3, C4, P3, P4, T3, T4, T5, T6, Cz, Fz, Pz \)). The electrode cap was connected to the Mitsar–EEG 201 electrode box/amplifier (Figure 4-2). The technical specifications of the electrode box are shown in Table 4-1. Before starting signal acquisition, the electrode impedance was adjusted by applying conductive gel until the impedance meter showed below 3k\( \Omega \) for every single electrode including reference and earth.

The EEG channels from the electrode box were collected on a personal computer by using an USB interface. Then, they were digitized in Matlab at a sampling rate of 250 Hz. The EEG signals were acquired by referencing the digitized EEG channels with the ear electrode average (\( A1 \) and \( A2 \)).

In order to build the BMI predictive model for real time robot navigation, at first we conducted an offline recording session. In the next section we will explain the method used to acquire the offline EEG signals.
Figure 4-1 (a) the electrode cap, and (b) the electrode placements positions

Figure 4-2 Electrode box (adopted from Mitsar Co., Ltd website)

Table 4-1 Mitsar-EEG 201 technical specifications (adopted from Mitsar Co., Ltd website)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channels</td>
<td>21 EEG + 1 or 4 active/reference pair</td>
</tr>
<tr>
<td>Frequency band</td>
<td>0,16 – 70 Hz</td>
</tr>
<tr>
<td>Analog to digital conversion</td>
<td>16 bit ADC</td>
</tr>
<tr>
<td>Sampling and rate</td>
<td>500 Hz/channel</td>
</tr>
<tr>
<td>Input impedance</td>
<td>&gt; 200 MOhm</td>
</tr>
<tr>
<td>Input range</td>
<td>5000 µV peak to peak</td>
</tr>
<tr>
<td>Noise</td>
<td>&lt; 1,5 µV peak to peak</td>
</tr>
<tr>
<td>Interface</td>
<td>USB</td>
</tr>
<tr>
<td>Power Supply</td>
<td>USB powered</td>
</tr>
<tr>
<td>Dimensions</td>
<td>Head box: 185x135x45 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>900 g (with batteries)</td>
</tr>
</tbody>
</table>
4.2 Offline EEG Recording Sessions

During the offline session, EEG brain signals were recorded while the subject performed MI tasks. The BMI subject was seated on a comfortable chair in a relaxed position (Figure 4-3) and looked at the computer screen during the whole session. The duration of an offline session is approximately 15 minutes. In total, an offline session has 120 trials, divided equally between three MI tasks (40 trials per task).

A trial consists of multichannel EEG recordings of the subject while performing one single MI task. The structure of one trial is shown on Figure 4-4, and the cues that appear on the screen during one trial are shown on Figure 4-5.

The subject is notified by the start cue, to prepare for the mental task and after one second the specific MI mental task cue would appear on the screen (Left Hand, Right Hand or Foot). The duration of a MI task is 3 – 5 seconds, followed by a relax time of 2 – 3 seconds. Then, the start cue will appear again on the screen to notify the subject to prepare for the next task.

Figure 4-3 BMI subject during offline data recording session
If we denote the signal coming from one electrode $E_i$, where $i \in \{F7, F8, \ldots, Pz\}$ is the electrode label, and $Ref = (A1 + A2)/2$ is the reference channel (Section 4.1). Then, the EEG signal channels are calculated from:

$$x_i = E_i - Ref \quad \forall i \in \{1, 2, \ldots, d\}$$

The offline data session is represented by matrix $X$, with rows $x_i (i \in \{\mathbb{N}^+ \vert i < 16\})$ corresponding to the signal channels acquired from Eq. 1. Along with the EEG signal data, event data were also collected simultaneously. Their occurring time and type were saved together with the EEG signals in a data structure for further processing.

### 4.3 Signal Processing

As mentioned early in Section 2.3.1, the signals collected by EEG are very noisy and have a low signal-to-noise ratio (SNR). Signal processing is used to clean (de–noise)
the EEG signals and/or to enhance the target information within these signals. Common sources of the signal noise are muscle artifacts, which generally have higher amplitude than brain signals.

The background brain activity (i.e. brain activity not related to the electrophysiological signals used for BMI) is also considered as noise and it is present with similar amplitude and sometimes similar frequency as well. Furthermore, additional noise comes from other sources like the power network, EEG devices, computers, etc. These “noise” signals make the task of cleaning and extracting the desired electrophysiological signal very challenging. Indeed, the BMI research community has paid a great deal of attention to the EEG signal processing, since it affects the whole BMI performance.

In BMI community, the signal processing step is sometimes regarded as filtering since most of the signal processing techniques used to improve SNR of the EEG signal are temporal, spatial or spectral filters, and combinations of the above (McFarland et al. 1997; Ramoser, Müller-Gerking, and Pfurtscheller 2000; Besserve, Garnero, and Martinerie 2007). In addition, simple signal processing steps are used prior or after filtering, such as moving average filtering, subsampling, baseline correction or local averaging (Rakotomamonjy, Alain et al. 2005). Below, we are going to describe the signal processing methods used in our BMI system.

### 4.3.1 Signal Pre–processing

At first, we will resample the signal originally collected at 250 Hz. The new sampling rate will be 100 Hz. The offline EEG signals are marked with timed events (Section 4.2). Each event represents the cues that appear to the BMI subject during the offline recording session. We will extract epochs in the interval $[0.5, 3]$ seconds after any of the three MI task cues used in our experiments (Figure 4-6).

![Figure 4-6 Epoch extraction interval](image)
Frequency filters used for EEG signals include, low–pass, high–pass or band–pass filters. In order to frequency filter the EEG signals, first we use Discrete Fourier Transform. Then, we use brickwall filters to band–pass filter the signal spectrum in the [8, 30] Hz frequency band (Oppenheim, Schafer, and Buck 1999). The brain activity recorded in this frequency band (µ and β rhythms) is believed to be generated from the motor and somatosensory cortex areas during motor or MI activity (Section 2.3.1.1).

The band–pass filtered signal is again filtered using a LTI filter and then we use a Common Spatial Patterns (CSP) based method that involves spatial, temporal and spectral filtering. This method will be explained in the following.

**LTI filtering**

LTI filtering has been investigated before as an effective way to reduce noise and improve SNR. Leem et al. uses simple frequency filters with one delay operator for every signal channel and then optimizes spatial filters for both signals (Lemm et al. 2005). This method doubles the number of data channels and increases the computation load without gaining a significant improvement. Following this idea, a general LTI filtering is proposed for signal filtering before optimizing the spatial filters by Dornhege at al. (Dornhege et al. 2006). If we denote \( x^{(t)} \) the values of \( X \) at time point \( t \) then the LTI filtered EEG signal \( y^{(t)} \) is given as:

\[
    a_1 y^{(t)} = b_1 x^{(t)} + b_2 x^{(t-1)} + \ldots + b_{n_b} x^{(t-n_b-1)} - a_2 y^{(t-1)} - \ldots - a_{n_a} y^{(t-n_a-1)}
\]

In this method, the filter parameters \( (a_i \text{ and } b_j) \) are chosen manually; this makes the procedure of selecting the best parameters long and inconvenient.

The reason for using LTI filtering is to eliminate artifacts, reduce noise and improve SNR in EEG signals, while hoping that discriminative information will not be suppressed (Blankertz, Tomioka, et al. 2008).

Tomioka et al. introduces a simultaneous way to find the optimal spatial filters and to optimize the LTI filter (Tomioka, Dornhege, Aihara, et al. 2006), instead of adjusting it manually (Lemm et al. 2005; Dornhege et al. 2006). The method, called spectrally weighted CSP (Spec–CSP), has shown to significantly improve signal filtering by adding spectral weighting coefficients to simultaneously optimize the spatial and spectral information in the multichannel EEG signal. Nevertheless, the results found by this method are
not perfect. As we will show later in this chapter, the Spec–CSP method extracts the filters based on signal’s frequency properties. The stationary background noise in the same frequency range resides within the signal and it is reflected in the final filters.

In our method, we propose a simple LTI filtering step, denoted as 

\[ f^{1,\bar{\theta}} \]

before applying Spec–CSP. If we substitute 

\[ a_1 = 1, b_1 = 1, b_2 = -\bar{\theta}, b_{i>2} = 0 \text{ and } a_{j>1} = 0 \]

(where: \( \bar{\theta} = 1/(\text{sampling rate}) \)) then, from Eq. 2, we gain the new LTI filtered signal:

\[ y(t) = f^{1,\bar{\theta}}[x(t)] = x(t) - x(t-\bar{\theta}) \]

The de–noising filter \( f^{1,\bar{\theta}} \) serves as a signal pre–processing step to remove the additive stationary noise from the EEG signals. The signals gained from Eq. 3 are used by the Spec–CSP to jointly optimize spatial and temporal filters.

### 4.3.2 Spatial Filtering

Spatial filters are used to extract important signal information by selecting the most relevant contributions from different spatial locations (electrode positions) (McFarland et al. 1997). The simplest way to do that is by manually selecting the most relevant electrodes and ignoring the others. Other popular spatial filters used for noise suppression include: Common Average Reference and the Surface Laplacian filters (McFarland et al. 1997). More advanced and more efficient filtering methods include independent component analysis, inverse solution and CSP based signal filtering methods.

**Independent component analysis** is a popular method used for the blind source separation problem (Stone 2005; Jutten and Herault 1991; Hyvärinen and Oja 2000; Belouchrani et al. 1997). It has been increasingly popular in the EEG signal processing and BMI community for quite a while. Theoretically, it is possible to isolate the sources of EEG signals into separate components and then filter only the desired sources (e.g. motor cortex sources in MI), or isolate the undesired sources (e.g. artifacts) and then remove those sources from further processing. Practically, it is impossible to know all the available sources of the EEG signal, thus the method performs better with a very high number of electrodes (i.e. 32 to 256). This results in a very high computational load, required for independent components extraction. Nevertheless, this method has shown to increase SNR in offline EEG signal processing (Delorme and Makeig 2004;

**Inverse solution’s** goal is to reconstruct brain activity in a 3D head model based on scalp measurements (Michel et al. 2004; Baillet, Mosher, and Leahy 2001). Usage in BMI community is limited (Lotte, Lecuyer, and Arnaldi 2007; Noirhomme, Kitney, and Macq 2008). A distinguishing characteristic of this method is its usage in both signal processing (Grave de Peralta Menendez et al. 2005; Babiloni et al. 2007; Noirhomme, Kitney, and Macq 2008) and feature extraction (Qin, Ding, and He 2004).

### 4.3.2.1 Common Spatial Patterns

CSP and its variations are the most popular filtering methods used for MI based BMI. The CSP method is based on the data–driven decomposition of the EEG signals into spatial patterns. For that purpose spatial filters are constructed in such a way that enables the maximization of the difference between two classes (Ramoser, Müller-Gerking, and Pfurtscheller 2000; Popescu et al. 2007; Blankertz et al. 2007; Blankertz, Müller, Krusienski, Schalk, et al. 2006; Sajda et al. 2003; Blankertz et al. 2004; Müller-Gerking, Pfurtscheller, and Flyvbjerg 1999; Dornhege et al. 2004a; Blankertz, Tomioka, et al. 2008). Variants of CSP include spatial filter extraction methods such as invariant CSP (Blankertz, Kawanabe, et al. 2008), Principal Component Analysis (PCA) (Smith Lindsay I. 2002; Lee and Choi 2003) or Common Subspace Spatial Decomposition (CSSD) (Wang et al. 2004; D. Zhang et al. 2007) as well as spectro–spatial filters (Dornhege et al. 2006; Lemm et al. 2005; Tomioka, Dornhege, Aihara, et al. 2006).

Let us consider the typical binary classification problem of two MI tasks where the two classes (i.e. right hand and left hand) are denoted by $R$ for right and $L$ for left. A single trial of the filtered EEG signal with $d$ electrodes (channels) and with $T$ sampled time points is denoted by $Y \in \mathbb{R}^{d \times T}$. The goal here is to find whether the unknown single trial $Y$ belongs to class $R$ or $L$. The CSP technique is used to simplify the classification of $Y$ by identifying spatial filters that maximize the variance (signal power) of spatially filtered signal for one class while minimizing the variance for the other class(es) (Ramoser, Müller-Gerking, and Pfurtscheller 2000; Blankertz, Tomioka, et al. 2008). So basically the CSP aims an optimal discrimination of signal’s band power (Ramoser, Müller-Gerking, and Pfurtscheller 2000). To achieve that mathematically, the CSP
method is used to find the spatial filters $\omega$ which maximize/minimize the following function:

$$J(\omega) = \frac{\omega^* Y_L \omega^*}{\omega^* Y_R \omega} = \frac{\omega^* \text{Cov}_L \omega}{\omega^* \text{Cov}_R \omega}$$

where, $\ast$ denotes transpose, $Y_{ce(R,L)}$ is calculated as the average over all trials belonging to each class separately, and $\text{Cov}_{ce(R,L)}$ is the respective class spatial covariance matrix. The optimal spatial filters $\omega$ that maximize/minimize the function $J(\omega)$ are the eigenvectors $\omega_i$ corresponding to the biggest/smallest eigenvalues $\lambda_i$ of the matrix $\tilde{\Gamma} = \text{Cov}_R^{-1} \text{Cov}_L$ (Lotte and Guan 2011). The problem now is to calculate matrix $\tilde{\Gamma}$ based on offline recordings and to extract the filters/eigenvectors $\omega_i$.

The CSP filtering method has shown to be successful, but the spatial filtering offered by simple CSP does not take into consideration temporal and spectral discrimination between the two classes. Indeed, the covariance matrix $\text{Cov}_c$ estimates the power density in the entire spectrum. The Spec–CSP shown in the next section takes into consideration spectral power along with spatial discrimination.

### 4.3.2.2 Spec–CSP Algorithm

The Spec–CSP algorithm is an extended variant of CSP that introduces a simultaneous way to find the optimal spatial filters $\omega$ and optimize a LTI temporal filter $A \in \mathbb{R}^{T \times T}$ (Tomioka, Dornhege, Aihara, et al. 2006). Instead of the covariance matrix $\text{Cov}_c$, the sensor covariance $\Gamma_c(A) := \langle Y_c A^* Y_c \rangle^c$ will be considered. The sensor covariance is the covariance between channels averaged over trials and over time. The brackets $\langle \cdot \rangle^c$ denote the mean of class $c \in \{L, R\}$ trials.

Since any LTI temporal filter is diagonal in the frequency domain and $\tilde{\mathbf{\gamma}}^* A A^* \tilde{\mathbf{\gamma}} = \text{diag}(\alpha_1, \ldots, \alpha_T)$, then we can write:

---

1 Later on $\ast$ will be used to denote conjugate transpose as well

2 $\tilde{\mathbf{\gamma}} := \{\frac{1}{T} e^{-2 \pi ik/T}\}_{k \in \mathbb{C}}^{T \times T}$ is the discrete Fourier transformation $\Rightarrow \tilde{\mathbf{\gamma}}^T \tilde{\mathbf{\gamma}} = I_T$
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\[
\Gamma_c(\alpha) := \sum_{k=1}^{T'} \alpha_k (V_k)_c := \sum_{k=1}^{T'} \alpha_k \langle \tilde{y}_k \tilde{y}_k^* \rangle_c = \langle Y_c \tilde{Y}_c^* \rangle = \Gamma_c(A)
\]

where: \( \tilde{y}_k \in \mathbb{C}^d \) is the \( k^{-th} \) frequency component, \( V_k := 2 \cdot \text{Re} \left[ \tilde{y}_k \tilde{y}_k^* \right] \) and \( \langle V_k \rangle_c \in \mathbb{R}^{d \times d} \) is the real part of the \( k^{-th} \) frequency component in the cross spectrum.

If we apply the LTI filter \( A \) to the EEG signal trials than Eq. 4 becomes:

\[
\mathcal{J}(\omega, \alpha) = \frac{\omega^* \langle Y_L A_A Y_L^* \rangle \omega}{\omega^* \langle Y_R A_A Y_R^* \rangle \omega} = \frac{\omega^* \Gamma_L(A) \omega}{\omega^* \Gamma_R(A) \omega} = \frac{\omega^* \Gamma_L(\alpha) \omega}{\omega^* \Gamma_R(\alpha) \omega}
\]

The optimal filters that maximize/minimize \( \mathcal{J}(\omega, \alpha) \) are the \( \omega_i \) eigenvectors corresponding to the biggest/smallest eigenvalues \( \lambda_i(\alpha) \) of the matrix \( \Gamma(\alpha) = \Gamma_R^{-1}(\alpha) \Gamma_L(\alpha) \), where the number of eigenvalues of matrix \( \Gamma \) is \( i \leq d \). This is the same problem with the one introduced in previous section (Eq. 4), but here we simultaneously optimize the coefficients \( \alpha = \{\alpha_k\}_{k=1}^{T'} \) to improve the power distribution discriminability. This optimization problem is formulated as follows:

\[
\max_{\alpha} \frac{\langle \tilde{Y}(\omega, \alpha) \rangle_L - \langle \tilde{Y}(\omega, \alpha) \rangle_R}{\sqrt{\text{Var} [\tilde{Y}(\omega, \alpha)]_L + \text{Var} [\tilde{Y}(\omega, \alpha)]_R}}, \quad \text{s.t.} \alpha_k \geq 0 \quad (\forall k = 1, ..., T')
\]

where, \( \tilde{Y}(\omega, \alpha) := \sum_{k=1}^{T'} \alpha_k \tilde{y}_k(\omega) := \sum_{k=1}^{T'} \alpha_k \omega^* V_k \omega \), is the spatio–temporally filtered signal and \( \text{Var}[\tilde{Y}(\omega, \alpha)] \) is its variance. Eq. 7 can be viewed as the signed square root of the Rayleigh quotient used in Fisher’s discriminant analysis with an additional constraint that all coefficients must be positive; therefore, if we exchange the labels Eq. 7 yields a different solution. In this way, we take the maximum for the “\( L \)” class and the minimum for the “\( R \)” class, just like choosing CSP projections from both ends of the eigenvalue spectrum. Then, the optimal coefficients are explicitly written as follows:

\[
\alpha_k^{(L,R)} \propto \begin{cases} \frac{\langle \tilde{Y}(\omega, \alpha) \rangle_{L,R} - \langle \tilde{Y}(\omega, \alpha) \rangle_{R,L}}{\text{Var} [\tilde{Y}(\omega, \alpha)]_{L,R} + \text{Var} [\tilde{Y}(\omega, \alpha)]_{R,L}} & \langle \tilde{Y}_k(\omega) \rangle_{L,R} - \langle \tilde{Y}_k(\omega) \rangle_{R,L} \geq 0, \\ 0 & \text{otherwise}, \end{cases}
\]

\(^1\) Only the \( T' = \left\lfloor \frac{n_{\text{int}} + 1}{2} \right\rfloor \) independent frequency components below the Nyquist frequency are taken into the sum.
where, $\text{Var}[\tilde{Y}(\omega, \alpha)]_c = \sum_{k=1}^{T} \alpha_k^2 \text{Var}[\tilde{Y}(\omega)]_c$, since the filtered signal $\tilde{Y}(\omega, \alpha)$ is linear with respect to $\{\alpha_k\}_{k=1}^{T}$ and the signal is assumed to be a stationary Gaussian process\(^1\). Since the norm of the vector $\alpha$ cannot be determined from Eq. 7, in practice the coefficients are normalized to sum to one. Furthermore, Eq. 8 could be generalized to introduce selective spectrum:

$$\alpha_k^{(c)} = (\alpha_k^{(c)})^{opt} \cdot (\beta_k)^p$$

where, $\{\beta_k\}_{k=1}^{T'}$ denotes the spectrum selection, which is specific to a problem.

To summarize, the optimal spatial filters $\omega$ are the eigenvectors of the matrix $\bar{\Phi}(\alpha)$ and the optimal spectral filter $\alpha$ is the solution to the problem in Eq. 4 which is explicitly written in Eq. 8. Moreover, we could introduce selective spectrum by using Eq. 9.

In our implementation, we’ve already band-pass filtered the signal in the frequency $[8, 30]$ Hz, thus the prior spectrum selection is in the same frequency band. The values of $p$ and $q$ are set equal to ‘1’. The Spectrum selection $\{\beta_k\}_{k=1}^{T'}$ is calculated as follows:

$$\beta_k = \left\{l_k^{[8,30]} \frac{\langle \bar{Y}_k(\omega) \rangle_L + \langle \bar{Y}_k(\omega) \rangle_R}{2}\right\}_{k=1}^{T'}$$

where, $T' = (30 - 8) * T/100$ and $\left\{l_k^{[8,30]}\right\}_{k=1}^{T}$ equals value ‘1’ in the selected frequency band and value ‘0’ otherwise, and the second term is the average activity. If we substitute the values of $\beta_k$, $p$ and $q$, then Eq. 8 becomes:

$$\alpha_k^{(L,R)} \propto l_k^{[8,30]} \left\{\left(\frac{\langle \bar{Y}_k \rangle_{L,R} - \langle \bar{Y}_k \rangle_{R,L}}{\text{Var}[\bar{Y}_k]_{L,R} + \text{Var}[\bar{Y}_k]_{R,L}}\right) \left(\langle \bar{Y}_k \rangle_{L} + \langle \bar{Y}_k \rangle_{R} - \langle \bar{Y}_k \rangle_{L,R} - \langle \bar{Y}_k \rangle_{R,L} \geq 0\right) \right\}$$

Otherwise

Since both the optimal spatial and spectral filters depend on each other, an iterative method that starts from conventional CSP (solving Eq. 4 s. t. $\forall k, \alpha_k = 1$) and updates one while fixing the other alternately is used (Tomioka, Dornhege, Nolte, et al. 2006).

---

\(^1\) The frequency components are independent to each other for a given class.
4.3.3 Feature Extraction

Measuring brain activity through EEG leads to the acquisition of a large amount of data. Indeed, EEG signals are generally recorded with a number of electrodes varying from 1 to 256 and with a sampling frequency varying from 100 Hz to 1000 Hz. In order to obtain the best possible performances, it is necessary to work with a smaller amount of values which describe the most relevant properties of the EEG signals. These values are known as “features”. Identifying and extracting good features from EEG signals is a crucial step in the BMI design. The enclosed information in the EEG signal features is used to describe the neurophysiological activity employed in BMI. Carefully selected features lead to higher discriminability when identifying the mental state of the subject.

Due to the fact that in some methods there is not a clear distinction between filtering and feature extraction, this step is may also be considered as part of the signal processing. Feature extraction methods are separated in three major classes:

**Temporal feature extraction methods** investigate the possibility of retrieving information from features or time locked variations of the signal in the time domain. The features exploited include, signal amplitude, autoregressive parameters, etc.

**Frequency feature extraction methods** investigate the possibility of retrieving important information from the frequency domain representation of the signal. The features exploited include band power features and power spectral density features.

**Time–frequency feature extraction methods** are combinations of the above. They include short–time Fourier transform, wavelets, Wigner–Ville distributions, adaptive Gaussian representations, etc.

In our implementation, we use *band power features*. In order to extract features with close to normal distribution log–transform of the signal band power is taken into account (Pfurtscheller and Neuper 2001). With the spatial filters $\omega$ and temporal filters $A$ found by Spec–CSP algorithm in the previous section, we filter the signal of a single trial $Y$ and extract its log–power features following Eq. 12.

$$\phi_f(Y, \omega_f, A_f) = \log \omega_f^{*} Y A_f A_f^{*} Y^{*} \omega_f, \quad \forall f \in \{1, 2, ..., d\}$$

The feature vector $\phi^{L+R} := \{\phi_f\}_{f=1}^{d}$ is the outcome of the signal processing and feature extraction, and it contains the discriminatory information between classes $L$ and $R$. 

---
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The temporal filters $A_f$ and the spatial filters $\omega_f$ are arranged according their corresponding eigenvalue. For instance, $\omega_1$ and $A_1$ belong to the biggest eigenvalue $\lambda_1 = \max(\lambda_i)$, $\omega_2$ and $A_2$ belong to the second biggest eigenvalue; following this rule, filters $\omega_d$ and $A_d$ belong to the smallest eigenvalue $\lambda_d = \min(\lambda_i)$ of matrix $\bar{\Phi}$.

4.3.4 Implementation, Feature Selection and Dimensionality Reduction

In our BMI implementation, we have three mental states to be recognized (left hand, right hand and foot), which means three classes ($L$, $R$ and $F$). In order to build a classifier that determines the class of a single trial, we compute the spatial filters $\omega$ and the temporal filters $A$ (and their corresponding spectral filters $\alpha$), and then extract the feature vectors for every two pair of classes: $L \leftrightarrow R$, $L \leftrightarrow F$ and $R \leftrightarrow F$. The biggest eigenvalues, their corresponding eigenvectors/spatial filters and temporal filters $\{\lambda_f; \omega_f; A_f\}_{f < d/2}$ determine the discriminant features for the first class and the smallest eigenvalues, their corresponding eigenvectors/spatial filters and temporal filters $\{\lambda_f; \omega_f; A_f\}_{f > d/2}$ determine the discriminant features for the second class of each pair.

Feature vectors $\Phi$, calculated from Eq. 12 have 15 features for each pair of classes. Hence, the total number of features extracted from a single trial for its classification over three classes, is $3 \times d = 45$. Based on the estimation that the amount of data required describing properly different classes, increases exponentially with the dimensionality of the feature vector (Jain, Duin, and Mao 2000; Friedman 1997), ‘45’ is a relatively high number of features. Furthermore, the offline training data per each class is generally small because the training process is time consuming and relatively uncomfortable for subjects. If the amount of training data (trials) is relatively small compared to the number of features, the classification algorithm built from this data is likely to give low classification accuracy. Moreover, small number of features offer reduced computational time for offline classifier training and online performance.

Previous research has shown that most of the discriminatory features are extracted by the eigenvectors corresponding to the three biggest and three smallest eigenvalues of $\bar{\Phi}$ (Lotte and Guan 2011). Table 4-2 summarizes the outcomes of the spatial filtering and feature extraction methods used in our BMI implementation. All the filters $\{\omega; A; \alpha\}$ for every pair of class are called the ‘filtering model’.
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Table 4-2 Filtering Model

<table>
<thead>
<tr>
<th>Class pair</th>
<th>Class</th>
<th>Eigenvalues</th>
<th>Filters</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spatial</td>
<td>Temporal</td>
</tr>
<tr>
<td>L ↔ R</td>
<td>L</td>
<td>$\lambda_{f_{\text{max}}}^{(L,R)}$</td>
<td>$\omega_{f_{\text{max}}}^{(L,R)}$</td>
<td>$\alpha_{(L,R)}^{(L,R)}$</td>
</tr>
<tr>
<td>L ↔ R</td>
<td>R</td>
<td>$\lambda_{f_{\text{min}}}^{(L,R)}$</td>
<td>$\omega_{f_{\text{min}}}^{(L,R)}$</td>
<td>$\alpha_{(L,R)}^{(L,R)}$</td>
</tr>
<tr>
<td>L ↔ F</td>
<td>L</td>
<td>$\lambda_{f_{\text{max}}}^{(L,F)}$</td>
<td>$\omega_{f_{\text{max}}}^{(L,F)}$</td>
<td>$\alpha_{(L,F)}^{(L,F)}$</td>
</tr>
<tr>
<td>L ↔ F</td>
<td>F</td>
<td>$\lambda_{f_{\text{min}}}^{(L,F)}$</td>
<td>$\omega_{f_{\text{min}}}^{(L,F)}$</td>
<td>$\alpha_{(L,F)}^{(L,F)}$</td>
</tr>
<tr>
<td>R ↔ F</td>
<td>R</td>
<td>$\lambda_{f_{\text{max}}}^{(R,F)}$</td>
<td>$\omega_{f_{\text{max}}}^{(R,F)}$</td>
<td>$\alpha_{(R,F)}^{(R,F)}$</td>
</tr>
<tr>
<td>R ↔ F</td>
<td>F</td>
<td>$\lambda_{f_{\text{min}}}^{(R,F)}$</td>
<td>$\omega_{f_{\text{min}}}^{(R,F)}$</td>
<td>$\alpha_{(R,F)}^{(R,F)}$</td>
</tr>
</tbody>
</table>

4.4 Classification

In order to classify the feature vectors obtained from the previous section, a classifier must be built based on the offline trials. There are two types of classifiers: linear and nonlinear. A review of the classifiers commonly used in BMI is shown in Appendix C.

A linear classifier is an algorithm that uses a linear functions’ value to distinguish classes. Linear classifiers are quite popular in BMI applications, especially Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM).

LDA has a very low computational requirement, is simple to implement and it provides good results which makes it suitable for online BMI systems. Consequently, LDA has been used with success in a great number of BMI systems such as MI based BMI, P300 based speller, multiclass or asynchronous BMI applications (Perez and Cruz 2007; Scherer et al. 2004; Guger et al. 2009; Lotte et al. 2007).

Next section explains in detail the classic LDA algorithm. In our implementation we will use a regularized form of the LDA which reduces computational load and achieves better classification performance.

---

1 The eigenvalue indexes for the first class of the pair are $f_{\text{max}} \in \{1,2,3\}$ and for the second class of the pair are $f_{\text{min}} \in \{d-2, d-1, d\}$
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4.4.1 Linear Discriminant Analysis

The aim of LDA (also known as Fisher’s LDA) is to use hyperplanes to separate the data representing different classes (Fisher 1936; Marquand et al. 2011). Similar to Section 4.3.2, we first investigate the case of two classes \( c \in C = \{L, R\} \) and then we generalize the method for multi class problem (\(|C| > 2\)). The goal is to build a classifier that is able to determine the class of a feature vector \( \Phi_i \) extracted from the EEG signals trial \( Y_i \). Let \( N = |\{\Phi_1, \Phi_2, ..., \Phi_N\}| \) be the total number of feature vectors extracted from all the offline trials \( \{\Phi_1, \Phi_2, ..., \Phi_N\} \), where \( N_{c} \) is the number of trials belonging to each class \( (N_L + N_R = N) \). Mathematically, we need to find a projection vector \( w \) that projects all the feature vectors into a line by assigning them a scalar:

\[
z = w^*\Phi
\]

This reduces the data dimensionality, but in order to achieve good discriminability, a good projector vector is needed as well. Fisher suggested finding a projection which maximizes the variance between the classes, normalized by a measure of the within class scatter Eq. 14 (the definitions of some of the class statistical properties are summarized in Table 4-3).

\[
J(w) = \frac{|\tilde{\mu}_L - \tilde{\mu}_R|^2}{S_w}
\]

The LDA algorithm is looking for a projection where examples from the same class are projected as close as possible to each other, while their projected means are as far as possible from each other (Figure 4-7). What we need to do is to transform Eq. 14 in order to express \( J \) as a function of \( w \), and then find the value of \( w \) that maximizes the value of \( J \).

First, we express the class means and between class variances of the projected classes as a function of \( w \), and their respective peers in the feature domain:

\[
\begin{aligned}
\tilde{\mu}_c &= \frac{1}{N_c} \sum_{i=1}^{N_c} z_i = \frac{1}{N_c} \sum_{i=1}^{N_c} w^*\Phi_i = w^*\mu_c \\
(\tilde{\mu}_L - \tilde{\mu}_R)^2 &= (w^*\mu_L - w^*\mu_R)^2 = w^*(\mu_L - \mu_R)(\mu_L - \mu_R)^*w = w^*S_Bw
\end{aligned}
\]

Next, we express the projected class scatter and the within class scatter:
\[ \tilde{S}_c = \sum_{i \in c} (z_i - \tilde{\mu}_c)(z_i - \tilde{\mu}_c)^* = \sum_{i \in c} (w^* \Phi_i - w^* \mu_c)(w^* \Phi_i - w^* \mu_c)^* = \]
\[ = \sum_{i \in c} w^* (\Phi_i - \mu_c)(\Phi_i - \mu_c)^*w = w^* S_c w \]

\[ \tilde{S}_w = \tilde{S}_L + \tilde{S}_R = w^* S_L w + w^* S_R w = w^* S_w w \]

We substitute the outcome of Eq. 15, 16 & 17 in Eq. 14 and the solution to the maximization problem is the projection vector \( w^{opt} \) found as follows:

\[ J(W) = \frac{w^* S_B w}{w^* S_w w} \Rightarrow \left( w^{opt} = \arg \max \frac{w^* S_B w}{w^* S_w w} \right) \]

This is a generalized eigenvalue problem \((|S_w^{-1} S_B - \lambda I| = 0)\), and the solution is the eigenvector of the matrix \( S_w^{-1} S_B \), with value \( w^{opt} = S_w^{-1}(\mu_L - \mu_R) \).

<table>
<thead>
<tr>
<th>Table 4-3 Statistical definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td><strong>Scatter</strong></td>
</tr>
<tr>
<td><strong>Within Class Scatter</strong></td>
</tr>
<tr>
<td><strong>Between Class Scatter</strong></td>
</tr>
</tbody>
</table>

Figure 4-7 Best class projection
4.4.2 Regularized and Multi–Class LDA

The main weaknesses of the standard LDA are, the per–class covariance matrix calculation procedure is very data hungry and it is outlier sensitive. In order to deal with this problem, a RLDA is used instead (Blankertz, Curio, and Müller 2002; Müller et al. 2004; Friedman 1989). This method introduces the shrinkage covariance calculation instead of covariance (Schäfer and Strimmer 2005; Blankertz et al. 2011). This variant automatically computes the degree of regularization, and is therefore both fast and optimal (Ledoit and Wolf 2004). When enough trials are available, full covariance matrices are learned, but with fewer trials the covariance estimates head to well–formed spherical shapes (Delorme and Makeig 2004). As outliers are common in EEG, the RLDA usually gives better results for BMI compared to the non–regularized version.

In the case of \(|C| > 2\) classes, the problem is to find a projection matrix \(W\) with columns the vectors \(w_{i,j}\) where \(i, j \in \{L, F, R\} | i \neq j\). It can be easily shown that the optimal projection matrix \(W^{opt}\) is the matrix with columns the eigenvectors corresponding to the biggest eigenvalues of \(S_{W(i,j)}^{-1}S_{B(i,j)}\), with value \(w_{i,j}^{opt} = S_{W(i,j)}^{-1}(\mu_i - \mu_j)\).

After the optimal projectors \(W^{opt}\) are found from above, we calculate the projected value \(z^{(i,j)}\) of the features \(\Phi^{(i,j)}\), for every pair of classes \((i, j)\) using the projectors \(w_{i,j}^{opt}\):

\[
z^{(i,j)} = w_{i,j}^{opt} \Phi^{(i,j)} - b^{(i,j)}
\]

The value \(b^{(i,j)} = (\mu_i + \mu_j)w_{i,j}^{opt}\) is the bias value of the linear classifier and it is used to move the projected value near the origin. Next, we restrict the projected value within the interval \([-1, 1]\) and calculate the probability of each class in the current pair \((i, j)\), assuming equal distribution (Eq. 20 & 21).

\[
\bar{z}^{(i,j)} = \begin{cases} 
-1 & z^{(i,j)} < -1 \\
1 & z^{(i,j)} > 1 \\
1 & \leq z^{(i,j)} \leq 1
\end{cases}
\]

\[
\begin{align*}
\left\{ 
\begin{array}{c}
p_l^{(i,j)} = \frac{1 - \bar{z}^{(i,j)}}{2} \\
p_f^{(i,j)} = 1 - \frac{1 - \bar{z}^{(i,j)}}{2}
\end{array}
\right.
\end{align*}
\]
Last, we calculate the probability of each class by adding their probability values in each pair of classes form Eq. 21; this method is also known as voting (Appendix C.2).

\[
P_k = \frac{1}{|C| - 1} \sum_{k=1; \forall (i,j)}^{3} ((k = i) \cup (k = j)) \cdot p_k^{(i,j)}
\]

In our implementation, we have only three BMI classes noted L, R and F. Thus, based on Eq. 21 & 22, the probability of each class is calculated using the formulas shown in Table 4-4.

### 4.5 Online Predictive Module

By using the filtering model (Table 4-2) and the classification model (Table 4-4) created based on the offline EEG signals, an online predictive module (OPM) is build. During real time robot navigation, the OPM is used to collect, filter, extract features and classify the EEG signals acquired through an online data stream. The electrode placement, the EEG signal sampling rate and the data acquisition system is not changed during real time robot navigation.

Based on Table 4-4, the linear classifier output is given in the form of probability distribution over the three classes (mental tasks) \( c \in \{L, R, F\} \). In order to reduce misclassifications, we have experimentally established a class probability threshold \( P_{th} = 0.45 \) that is used to define the final OPM output \( C_{out} \) as follows:

\[
C_{out} = c \iff \left\{ \begin{array}{l}
P_c = \max_{\forall k \in \{L,R,F\}} P_k \\
P_c > P_{th} \end{array} \right.
\]

<table>
<thead>
<tr>
<th>Class</th>
<th>Class Probability Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>( P_L = \frac{1}{2} \left( p_L^{(L,R)} + p_L^{(L,F)} \right) = 0.5 - 0.25(\bar{z}^{(L,R)} + \bar{z}^{(L,F)}) )</td>
</tr>
<tr>
<td>R</td>
<td>( P_R = \frac{1}{2} \left( p_R^{(L,R)} + p_R^{(R,F)} \right) = 0.5 - 0.25(\bar{z}^{(R,F)} - \bar{z}^{(L,R)}) )</td>
</tr>
<tr>
<td>F</td>
<td>( P_F = \frac{1}{2} \left( p_F^{(L,F)} + p_F^{(R,F)} \right) = 0.5 + 0.25(\bar{z}^{(L,F)} + \bar{z}^{(R,F)}) )</td>
</tr>
</tbody>
</table>
Figure 4-8 Online Predictive Module flow chart

The online EEG signal processing flow of the OPM is shown in Figure 4-8. Each signal processing is basically a matrix multiplication, and since the OPM is implemented in Matlab, this makes the online operation very fast.

At each step the processed signal dimensionality reduction is shown on the right side. In the pre-processing step, signal resampling and LTI filtering reduce the number of data values by 60%. During the signal processing step, the Spec–CSP filtering and the feature extraction method reduce the data dimensionality by more than 99%. This whole
transformation is done in few mathematical steps and very fast in Matlab, which allows the OPM to maintain a low computational time for the real time robot navigation. In the last step, the projections and the class probability distribution are calculated.

The output of the OPM ($C_{out}$) is used for robot navigation (Section 5.3).
5 Robotic Wheelchair and Navigation Modules

This chapter describes in detail the robotic wheelchair system, all the modules that we have developed to assist the robot navigation and their functionality. Then, it introduces the environment where the experiments are conducted and the experimental setup. The developed robotic wheelchair system is explained in Section 5.1. Next, in Section 5.2 are explained the direct control, collision detection and autonomous navigation modules that we developed for robot navigation. Then, in Section 5.3 is explained the ANP and its functionality. Last, in section 4.5 the experimental environment is shown and the experimental tasks for the subject are explained.

5.1 Robotic Wheelchair

In our system, we developed a robotic wheelchair based on the commercial wheelchair form Kanayama Machinery Co., Ltd. (Figure 5-1). The wheelchair is equipped with two 16” wheels, actuated by two low noise AC servo motors. It is powered by a 24V, 6.7Ahr, rechargeable Ni-MH battery, with up to 5 hours battery life, and it can be controlled by a joystick. The AC servo motors and all the components shown in Figure 5-2 are part of the set “JOY UNIT X” from Yamaha Motor Co., Ltd.

In our experiments, we do not use the joystick to control the wheelchair, instead we use a USB-to-UART (i.e. Universal Asynchronous Receiver/Transmitter) bridge to interface it with the computer and control it from Matlab. We have mounted a LRF sensor and a camera in the front part of the wheelchair (Figure 5-1), while the Mitsar–EEG 201 electrode box can be placed in the back of the wheelchair during BMI navigation. In the next section we will explain the technical capabilities of the LRF sensor.
5.1.1 Laser Range Finder Sensor

In our robotic system, we used a small and light LRF sensor, the model “URG-04LX-UG01” made by HOKUYO AUTOMATIC. This LRF sensor is ideal for our
application; it has low power consumption (2.5W) and it is powered over USB. Furthermore, its high accuracy, high resolution and wide range provide a good 2D scanning solution. The sensor is shown on Figure 5-3 and its technical specifications in Table 5-1.

Figure 5-3 The “URG-04LX-UG01” model LRF sensor; all the values in the drawings are in mm (adopted from Hokuyo Automatic website)

Table 5-1 The “URG-04LX-UG01” model LRF sensor technical specifications (adopted from Hokuyo Automatic website)

<table>
<thead>
<tr>
<th>Model No.</th>
<th>URG-04LX-UG01</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power source</strong></td>
<td>5VDC±5%(USB Bus power)</td>
</tr>
<tr>
<td><strong>Light source</strong></td>
<td>Semiconductor laser diode (λ=785nm), Laser safety class 1</td>
</tr>
<tr>
<td><strong>Measuring area</strong></td>
<td>20 to 5600mm (white paper with 70mm×70mm), 240°</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>60 to 1,000mm : ±30mm, 1,000 to 4,095mm : ±3% of measurement</td>
</tr>
<tr>
<td><strong>Angular resolution</strong></td>
<td>Step angle : approx. 0.36°(360°/1,024 steps)</td>
</tr>
<tr>
<td><strong>Scanning time</strong></td>
<td>100ms/scan</td>
</tr>
<tr>
<td><strong>Noise</strong></td>
<td>25dB or less</td>
</tr>
<tr>
<td><strong>Interface</strong></td>
<td>USB2.0/1.1 [Mini B] (Full Speed)</td>
</tr>
<tr>
<td><strong>Command System</strong></td>
<td>SCIP Ver.2.0</td>
</tr>
<tr>
<td><strong>Ambient luminance(^1)</strong></td>
<td>Halogen/mercury lamp: 10,000Lux or less, Florescent: 6000Lux (Max)</td>
</tr>
<tr>
<td><strong>Ambient temperature/humidity</strong></td>
<td>-10 to +50 degrees C, 85% or less (Not condensing, not icing)</td>
</tr>
<tr>
<td><strong>Vibration resistance</strong></td>
<td>10 to 55Hz, double amplitude 1.5mm each 2 hour in X, Y and Z directions</td>
</tr>
</tbody>
</table>

\(^1\)these products are only for indoor applications. Strong sunlight may cause error output.
5.2 Navigation Assistive Modules

In order to control the robot and facilitate the BMI based wheelchair navigation, we have created three assistive modules. These modules are:

1. The DCM – to navigate the robot in a turn–by–turn style.
2. The CDM – to detect possible collisions and avoid them.
3. The ANM – to autonomously navigate the robot by following assistive information captured by the camera in real time.

In the following subsections we will explain in detail the functionality and the purpose of each module.

5.2.1 Direct Control Module

The DCM is used to navigate the robot in a basic turn–by–turn style navigation; it can turn the robot left, right or follow straight ahead. By using the USB-to-UART interface, we can simultaneously control the AC servo motors speeds and navigate the robot directly from Matlab. Both the robot’s translational speed $v$ and rotational speed $\theta$ are kept constant during navigation, with values $v = 0.5m/s$ and $\theta = (\pi/4)rad/s$. When using only the DCM for BMI based navigation, the robot navigates with constant speed $v$ and slows down to minimal speed while the subject performs the mental task for the next turn direction.

A detailed description of the DCM interaction with other modules during robot navigation is presented in Section 5.3.

5.2.2 Collision Detection Module

The CDM uses the LRF sensor data to detect obstacles (objects) in front of the robot and avoids them during navigation. As shown in Table 5-1, the LRF sensor has a small measuring error ($\pm 3\%$) in the range $R \in [60, 4095]$ mm, and an angular resolution measuring step $\alpha \approx 0.36^\circ (360^\circ/1,024)$.

In our experiments, we need to find the objects in front of the robot; hence we have restricted the angular measuring area from $240^\circ$ into $A = 180^\circ$ (Figure 5-4). All the sensor readings $s_i$, corresponding to the area $A$, are collected in real time and stored in the
vector \( S = \{ s_i \}_{i=1}^I \), where \( I = A/\alpha = 510 \). The sensor readings have normalized values \( s_i \in [0, 1] \), where \( R_{\text{min}} = 60 \Rightarrow s_i^{\text{min}} = 0 \) and \( R_{\text{max}} = 4095 \Rightarrow s_i^{\text{max}} = 0 \).

In our implementation, the target distance range is set to \( R^t = 0.5m \), which in normalized value is \( s^t = 0.45 \). This is the minimal distance for an object to be considered a navigation obstacle. By applying the target distance \( s^t \) threshold to the sensor readings values \( s_i \), we gain a new vector of binary sensor indicators:

\[
\tilde{s}_i = \begin{cases} 
1, & s_i > s^t \\
0, & s_i \leq s^t 
\end{cases} \quad \forall i \in I
\]

We have virtually divided the area in front of the robot in three equal angular subareas: left \((S_L)\), forward \((S_F)\) and right \((S_R)\) subarea. In Figure 5-5 these areas are viewed from above the robot. Each subarea covers one third of the sensor’s angular measuring range \((60^\circ)\), which is translated into 170 binary indicators \( \tilde{s}_i \) per each subarea:

\[
\begin{align*}
S_L &= \{ \tilde{s}_i \}_{i=1}^{170} = \{ \tilde{s}_i \}_{i=1}^{170} \\
S_F &= \{ \tilde{s}_i \}_{i=2}^{340} = \{ \tilde{s}_i \}_{i=171}^{340} \\
S_R &= \{ \tilde{s}_i \}_{i=3}^{510} = \{ \tilde{s}_i \}_{i=341}^{510}
\end{align*}
\]

Based on Eq. 24, the presence of an obstacle in a subarea can be defined by evaluating the sum of its corresponding measurements \((\sum \tilde{s}_i \geq 1)\), or the “1-norm” of the measurement vector for each subarea \( \| S_c \|_1 \geq 1; \forall c \in \{ L, R, F \} \). During sensor evaluation we noticed sensor reading imperfections. In order to avoid false object detection we set a minimum value ‘17’, which is 10% of the total measurements per subarea (170), and calculate the subarea obstacle indicators as follows:

\[
O_c = \begin{cases} 
1, & \| S_c \|_1 \geq 17 \\
0, & \| S_c \|_1 < 17 
\end{cases} \quad \forall c \in \{ L, R, F \}
\]

In order to avoid the obstacles (if any), the CDM uses the above obstacle indicators to define the next robot direction change (turn) \( \varphi \) as:

\[
\varphi = \frac{\pi}{4} = \frac{\pi}{4} \left[ (O_L + O_R)O_LO_R - O_L + O_R + O_F(O_R - O_L) + 2(\neg O_L)(\neg O_R)O_F \right]
\]
The expression in Eq. 27 is chosen such that $k \in \{-2; -1; 0; 1; 2\}$. Based on the location(s) of the object(s), the sign of $k$ indicates the opposite direction with respect to the object(s) location(s). Next, the robot direction change value $\phi$ is sent to the robot controller.
The CDM algorithm (Algorithm 1) is shown below. Routines ReadSensor(), RobotController(), StopNavigation() are used to collect current sensor readings, change robot direction, and stop the robot and finish navigation (i.e. finish the current experimental trial).

In our experiments, we have configured the CDM to be an integral part of the system that is always running during robot navigation and cannot be switched off by the subject. Every \( \sim 0.2 \) seconds, the CDM collects vector \( S \) and calculates \( O_c \). If at a certain time, an obstacle is detected in the robot’s path and any of the obstacle indicators \( O_c = 1 \), then the robot direction changes by \( \varphi \). For example, if an object is located on the left subarea, indicators become \( \{ O_L = 1; O_F = 0; O_R = 0 \} \), which means \( (O_L + O_F + O_R) = 1 > 0 \). From Eq. 27 we yield \( \varphi = -\frac{\pi}{4} \), where “-” means that direction is clockwise or right. Then the robot is turned by \( \frac{\pi}{4} \) on the right direction.

In case the robot gets ‘stuck’ in an area where it cannot avoid the obstacle(s) after several attempts \( (n \geq 3\pi) \), than the robot navigation is early terminated and the experiment is finished by the CDM. When collision detection is active, the translational speed of the robot is \( v = 0 \). The rotation during collision avoidance (Eq. 27) will be denoted as \( \varphi_{CDM} \), in order to be distinguished from the rotation during normal navigation. The rotation speed \( \theta = \left( \frac{\pi}{4} \right) \text{rad/s} \) is constant in both cases, only rotation time is variable.

\textbf{Input:} sensor: laser sensor pointer

\textbf{Output:}

\begin{verbatim}
1 begin
2 n = 0;
3 s = ReadSensor(sensor);
4 compute \( O_L, O_F, O_R; \) // Eq. 26
5 while \( (O_L + O_F + O_R) > 0 \) do
6     compute \( \varphi; \) // Eq. 27
7     RobotController(\( \varphi \));
8     d = ReadSensor(sensor);
9     compute \( O_L, O_F, O_R; \) // Eq. 26
10    n = n + \(|\varphi|\);
11   if \( n \geq 3\pi \) then
12      StopNavigation;
13 end
\end{verbatim}

Algorithm 1 Robot direction change by CDM
5.2.3 Autonomous Navigation Module

As mentioned earlier, the robot is equipped with a web camera (Figure 5-6) that is used for autonomous navigation. In our experiment, we’ll use the assistive information found on the floor of an office building, to autonomously navigate the robot. The assistive information consists of tactile paving for visually impaired people. The narrow tactile lines (or assistive lines) along the hallways (Figure 5-7 (a)) show the movement directions, and the cross sections (Figure 5-7 (b & c)) will be called decision points.

The ANM is able to navigate the robot following the assistive lines captured by the camera in real time. When the camera captures a decision point, the robot is stopped to allow the subject to send navigation control commands through BMI (Section 5.3.1).

![Web camera used on our system](image)

*Figure 5-6 Web camera used on our system*

![Assistive information: (a) line (b) decision point with 3 lines (c) decision point with 2 lines](image)

*Figure 5-7 Assistive information: (a) line (b) decision point with 3 lines (c) decision point with 2 lines*
The decision points and the assistive lines have different geometrical properties, and the camera position is fixed in the robotic wheelchair at a predefined distance from the floor; hence, we have tuned the image processing algorithm to recognize decision points based on their geometrical properties. The camera sensor matrix has \( V \)–vertical and \( H \)–horizontal pixels and captures RGB image frames with size \( V \times H \times 3 \).

After extracting the assistive information by using real time image processing, to every image frame we assign a binary matrix \( M_{V \times H} \), which has the same size of the original image frame and its elements \( m_{i,j} \in \{0,1\} \) indicate the presence (1) or absence (0) of the assistive information on image pixel location \((i,j)\). Then, we use the binary information from \( M_{V \times H} \), to calculate the robot translational and rotational speeds \((v, \theta)\), required to follow the assistive line.

In a typical processed frame (Figure 5-8), the assistive information \((m_{i,j} = 1)\) is represented in gray color while the background is represented in white color. For the \((v, \varphi)\) calculation, we take into consideration only the top 10% image rows that contain assistive information. In Figure 5-8 the assistive information starts from the top, thus the top 10% rows that contain assistive information are also the top 10% rows of the selected image frame \((V' = 0.9 \times V)\). Next, we calculate the horizontal center \((h_{cen})\) of the selected part of the assistive line.

![Figure 5-8 Processed image frame representation](Image)
\[ h_{cen} = \frac{V}{20} \sum_{k=V_i}^V (h_{max}^k - h_{min}^k) \]  

Where, \( h_{min}^k = \min_{(m_{kxj}=1)} f \) and \( h_{max}^k = \max_{(m_{kxj}=1)} j \) are the horizontal boundaries of each row of the selected area of the line. Using \( h_{cen} \) from Eq. 28 we define:

\[ \theta = \frac{\pi}{4} \left( \frac{2h_{cen} - H}{H} \right) \]  

\[ v = 0.5 \left( 1 - \left| \frac{2h_{cen} - H}{H} \right| \right) \]  

The whole procedure, from image processing to robot speed \((v, \theta)\) extraction, is repeated every \( \sim 0.2 \) seconds. This is done to avoid losing the line during real time navigation while still keeping a low computational load.

During autonomous navigation the robot moves with variable speeds \((v, \theta)\). In contrast with previous sections, here we use rotational speed \( \theta \) instead of direction change; this is because here we use a variable rotational speed. Anyway, the direction change for every 0.2 seconds is calculated as follows:

\[ \varphi = 0.2 \ast \theta = \frac{\pi}{20} \left( \frac{2h_{cen} - H}{H} \right) \]  

In the next section, we are going to explain in detail the functionality of the ANP. There, we will explain how the ANM is integrated and interacts with the other modules during real time robot navigation.

### 5.3 Adaptive Navigation Platform

The role of the ANP is to provide assistance based on the environment context, in order to reduce the subject’s mental workload, eliminate collisions and facilitate robot navigation experience.

The ANP integrates the subject’s mental task predictions \((C_{out})\) with the robot sensing information \((s_i \text{ and } M)\) and controls the robot navigation \((v, \varphi)\) in real time. The block diagram of the ANP is shown in Figure 5-9.
In our experiments, the BMI based robot navigation trials are conducted in two different control modes: 1) unassisted control (direct control) mode, where the ANM is unavailable and the subject navigates the robot turn–by–turn, 2) assisted control mode, where the ANP assists the navigation by using the ANM and assistive information.

**Unassisted Control** – In this mode, the subject controls the robot using only the DCM, while the ANM is not available throughout all navigation duration. The ANP assists navigation only with the CDM. In this mode, every OPM output ($C_{out}$) translates into a...
robot moving direction change following Table 5-2. After each mental task the robot moves for 3 seconds, and then slows down to minimal speed while the subject performs the consecutive mental task. This is done to improve subject’s concentration while performing the mental task.

**Assisted Control** – In this mode, the subject controls the robot using full assistance from ANP and with all three navigation modules. If the assistive information is available, the ANM can navigate the robot by following the assistive lines. When a decision point is detected during autonomous navigation, the mental task prediction translates into a robot direction change following Table 5-2, and after that, the robot continues autonomous navigation again. In case the assistive information is missing the subject is still able to navigate the robot turn–by–turn. Mode change during navigation will be explained in the next section. During autonomous navigation the direction and speed are calculated by using Eq. 29.

The ANP is equipped with a Graphical User Interface (GUI) that is responsible for the subject interaction during navigation. The GUI displays different information to the subject; it has a live video feed and a live processed video feed from the camera, it gives online BMI classification feedback in the form of probability distribution over three tasks (‘info’ box) and shows the current action in the “Action” box (Figure 5-10. (c))

By using the GUI (Figure 5-10), the ANP asks the subject to:

1) Activate the ANM at the beginning of the robot navigation
2) Switch between the two different modes during robot navigation
3) Select the next robot movement direction (“Action” box).

Furthermore, audible information is played simultaneously in order to notify the subject that its attention (mental activity) is required for the next control command.

**Table 5-2 OPM output translations into real time robot direction change in assisted and unassisted control modes**

<table>
<thead>
<tr>
<th>OPM output</th>
<th>Direction ((\varphi)) change</th>
<th>Unassisted Control</th>
<th>Assisted Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{out} = L)</td>
<td>(\pi/4)</td>
<td>(\pi/4)</td>
<td>(\pi/2)</td>
</tr>
<tr>
<td>(C_{out} = R)</td>
<td>(-\pi/4)</td>
<td>(-\pi/4)</td>
<td>(-\pi/2)</td>
</tr>
<tr>
<td>(C_{out} = F)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(C_{out} = U)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
5. Robotic Wheelchair and Navigation Modules

5.3.1 Control Mode Transitions and Finite State Machine

Changing from unassisted to assisted mode can be done only when assistive information is captured by the camera. While in unassisted mode, if a tactile line is detected, the subject is offered by the GUI to switch control mode. If the ANP offer is declined from the subject, the navigation will continue in unassisted mode. Otherwise, the navigation will switch to assisted mode, and the robot will then autonomously navigate by following the assistive information.
To prevent asking the subject repeatedly to switch modes, when a line is detected and the subject refuses to change mode, a predefined penalty counter is triggered and for the next three unassisted robot movements the subject is not asked to change mode, even when the assistive information is captured by the camera.

Changing from assisted to unassisted control mode can be done when a decision point is detected; the subject is offered to switch between modes by the GUI. When the line is lost (i.e. line is covered or is not available anymore) or an obstacle is detected during autonomous navigation, the navigation will immediately switch to direct control mode without asking the subject.

Switching modes is done only by using the mental task predictions ($C_{out}$). In our implementation, the OPM outputs $\{L, F\}$ are used to change mode and the OPM outputs $\{R, U\}$ are used to reselect the existing mode. Nevertheless, they can be changed according the subject’s choice (i.e. it is possible to select the easiest mental tasks that the subject can perform, and assign them to specific navigation tasks accordingly).

**Finite State Machine**

The entire robot control system can be considered a finite state machine (FSM) with 6 states: TURN LEFT, TURN RIGHT, FORWARD, STOP, TL (robot following a tactile line) and STOP DP (robot over decision point). The diagram of the FSM is shown on Figure 5-11. The transitions between the FSM states are: a) five OPM outputs translated by ANP: left (L/L(T)), right (R/R(T)), forward (F/F(T)), uncertain (U) and change mode (C), and b) five additional robot sensory readings based outputs: object detected (O), object avoided (A), line detected (T), decision point detected (D) and empty (E) (i.e. assistive information is lost or is not available anymore).

In different modes the OPM output transitions are translated differently (Table 5-2); e.g. in assisted control mode, transition left means turn left and follow line (with respect to the available lines). Furthermore, in case the current decision point is connected with only two lines (e.g. only forward and right line), the transition left means turn left and since there is no available line, transition empty occurs automatically. Robot state will change to STOP and navigation will automatically switch to unassisted control mode.

The OPM output “mode not changed” is not a transition since it does not change the state of the robot. Hence it is not shown in the FSM diagram. Also the robot movement during collision avoidance is not shown, since the state of the robot is not changed until
the object is avoided. When the ANM module is rejected at the beginning of the experimental trial, the FSM is simplified as shown in Figure 5-12, and the robot navigation does not benefit from the autonomous navigation since only DCM is used.

The implicit terminal state, the GOAL, can be reached from any other state when the goal is achieved.

There is not any specific transition to make a U-turn. However, this can be achieved by turning left or right for four consecutive steps in unassisted mode. Also, the subject could be prompted to make a U-turn when on decision point or when an object is detected, but given the physical size of the robot, the environment construction and the scope of our experiment (Section 5.4), this feature was not included as a navigation option.
5.4 Environment and Experimental Setup

The layout of the environment where the wheelchair navigation experiments were conducted is shown in Figure 5-13. It’s a typical hallway of an office building floor, with several offices, cross sections, etc., and it is equipped with tactile paving for visually impaired people. The decision points are placed on cross-sections or in front of areas where there is a place of interest (e.g. an office). The goal is to navigate the robot using BMI, from the start to the finish line in front of the second office on the right. If the robot encounters a human during the experiment, the CDM treats it as a routine collision detection scenario.

In total, three experimental sessions with six navigation trial each, were conducted. Only one BMI model was build prior to navigation. Then the OPM based on the same BMI model was used in all sessions. Before the first session, the subject was familiarized with the experimental tasks and the navigation capabilities of the robotic wheelchair.
In order to familiarize with the navigation task, prior to the first experimental session, the subject used a pushbutton interface (instead of BMI) to navigate the robot for 10 minutes. Furthermore, at the beginning of each session, there were two BMI calibration trials, during which the subject was able to navigate the robot without any specific goal by using only BMI. After finishing the calibration trials, the subject started to navigate the robot to the goal (finish line in Figure 5-13). If the robot enters in a wrong office room or the subject asks to stop, the trial is considered failed.

In order to achieve good electrode impedance the electrode cap must be tightened to the skull. Experimental sessions longer than two hours may cause headache due to the scalp pressure caused from disk electrode plastic enclosures. Furthermore, the BMI subjects may fatigue and face focus decline when the session are longer than two hours. In our experiments, we set the entire session duration to approximately two hours, including cap installation, electrode impedance correction and all robot navigation trials in both assisted and unassisted modes.

Figure 5-13 Experimental environment
The purpose of our experiments is to evaluate the benefits of using ANP with all its modules and the assistive information, when navigating a robotic wheelchair by using BMI. For these purpose we compared the robot navigation performances with and without the assistance from ANP. At the beginning of each trial, the subject was asked for the ANM assistance and it could choose by using BMI. The experimental trials were equally split into assisted and unassisted trials.
6 Results

This chapter shows the results of our experiments and it is divided into three sections. In Section 6.1 are shown the results of the BMI system, including signal processing and offline BMI training results. In Section 6.2 are shown the online BMI system performance results during robot navigation. In Section 6.3 are shown the results of the robot navigation including the performances of different ANP modules during assisted and unassisted control modes as well as the results of the robot navigation metrics.

6.1 Offline BMI Results

In order to build the OPM, at first we collected an offline recording EEG dataset with 120 trials: 40 per each mental task (Section 4). The raw 15 channel EEG signals acquired at 250 Hz during a single trial (RH – right hand) are shown in Figure 6-1, in the time domain. Its mean log power spectrum, which was calculated by using Welch's averaged periodogram method, is shown in Figure 6-2.

![Figure 6-1 Raw 15 channel EEG signal recordings during an offline trial](image-url)
6.1.1 Preprocessing

Following Section 4.3, the signal is resampled at 100 Hz, LTI filtered, band-pass filtered in the frequency band \([8, 30]\), and then data epochs were extracted in the time interval \([0.5, 3]\) seconds after each event.

**LTI filtering results**

The mean log–power spectrum of the offline dataset shows an increased activity (i.e. power spike) in the \(\mu\) brain rhythms frequency range \([8, 12]\) Hz and in the \(\beta\) brain rhythms frequency range \([18, 22]\) Hz. The mean log–power spectrum of the continuous 15 channel EEG dataset resampled at 100 Hz, before and after \(f^{1-\text{T}}\) filtering is shown in Figure 6-3.

In Figure 6-3 (b), the overall spectral power has decreased but the spike in the \(\mu\) brain rhythms frequency band \([8, 12]\) Hz is enhanced compared to Figure 6-3 (a). The activity in this rhythm (\(\mu\)) is associated with the motor cortex (central scalp), and changes with limb movement or an intent to move (Sanei and Chambers 2007). On the other hand the \(\beta\) frequency range is not suppressed and the high rhythm spike on the frequency band \([19, 22]\) Hz is enhanced as well. The result of \(f^{1-\text{T}}\) LTI filtering is a noise reduction preprocessing operation which enhances the difference between the spectral power of the
target and the background brain activity, which in our case is considered noise. Thus, the LTI filtered signal has a higher SNR.

In Appendix D, the performance of the $f^{1, \tilde{1}}$ filtering on the CSP and Spec–CSP methods is evaluated with 17 offline datasets recorded in our lab and 19 publicly available datasets.

Figure 6-3 Mean log power spectrum of a continuous 15 channel EEG dataset: (a) without LTI filtering, and (b) with LTI filtering
6. Results

6.1.2 Filtering Model

With the epochs extracted from the filtered signals (Figure 6-4), we optimized spatio–temporal filters for every pair of mental tasks ($L \leftrightarrow R$, $L \leftrightarrow F$ and $R \leftrightarrow F$). The spatial filter matrix $\Omega = \{\omega_i\}_{i=1}^d$, with filters $\omega_i$ as columns from Table 4-2, is a square matrix ($\Omega \in \mathbb{R}^{d \times d}$). A spatial pattern $\sigma_i$ is the $i^{th}$ column of the inverse spatial filter matrix $\Omega^{-1}$, such that $\sigma_i^\top \omega_i = 1$, $\forall i \in \{1, \ldots, d\}$. These patterns represent the mental task specific normalized brain activity, which maximizes the corresponding filter output.

The spatial patterns $\sigma$ and the filters $\alpha$ corresponding to the three biggest and smallest eigenvalues $\lambda$ (Table 4-2) are shown on Figure 6-5 and Figure 6-6, respectively.

Figure 6-4 The C3 and C4 Electrode (channel) signal averaged over trials, after preprocessing in the time interval [0.5, 1.5] seconds after the cue during: (a) Left Hand tasks and (b) Right Hand tasks
Figure 6-5 Scalp topographic maps of the spatial patterns for the three biggest & smallest eigenvalues of the MI pair: (a) Left Hand v. Right Hand, (b) Left Hand v. Foot and (c) Right Hand v. Foot
Figure 6.6 Frequency filters $\alpha$ corresponding to the three biggest & smallest eigenvalues of the MI pair: (a) Left Hand v. Right Hand, (b) Left Hand v. Foot and (c) Right Hand v. Foot
6.2 Online BMI results

The OPM performance results during online robotic wheelchair navigation sessions are summarized in Table 6-1. The average number of misclassifications per trial is reduced approximately three times during the assisted navigation mode. The increased number of misclassifications in unassisted mode resulted into navigation mistakes which lead to additional mental tasks required to recover the desired trajectory and to proceed towards the goal. Furthermore, BMI accuracy during assisted navigation mode was approximately 30% higher compared to unassisted navigation mode. Although there is no direct correlation between BMI classification algorithm and ANP, the results show improved classification during assisted navigation. The total number of mental tasks required in assisted mode was lower compared to unassisted mode. This reduced the mental workload, which indirectly improved BMI classification.

Table 6-1 The mean and the standard deviation of the BMI misclassifications and the BMI accuracy during each experimental session

<table>
<thead>
<tr>
<th>BMI Metrics</th>
<th>Session</th>
<th>Assisted</th>
<th>Unassisted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Misclassifications</td>
<td>I</td>
<td>7.0</td>
<td>1.7</td>
</tr>
<tr>
<td>(counts/trial)</td>
<td>II</td>
<td>3.7</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Classification</td>
<td>I</td>
<td>69.1%</td>
<td>9.8%</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>II</td>
<td>79.2%</td>
<td>6.8%</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>91.2%</td>
<td>8.3%</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>77.4%</td>
<td>12.3%</td>
</tr>
</tbody>
</table>

Figure 6-7 BMI classification accuracy distribution over experimental sessions
Figure 6-7 shows the BMI classification accuracy distribution over three experimental sessions. Generally, there is an improvement in BMI accuracy in later sessions. This is no surprise since it is well known within BMI community that the BMI classification improves as the BMI subject gain experience.

### 6.3 Robot Navigation Results

The performance of the robot navigation in assisted and unassisted mode is measured by the number of collisions detected and avoided, the number of mental task required to achieve the goal, and the time to achieve the goal.

#### 6.3.1 Collision Detection and Avoidance Performance

The CDM was able to detect and avoid all the obstacles during all sessions in both navigation modes, without causing any false object detection. The numbers of collision detected (cd) during each trial were recorded and the results of all experimental sessions are shown on Table 6-2. In some collision detection scenarios (i.e. when the robot was in a corner) the CDM changed the robot direction more than one time in order to avoid a collision. The accumulated absolute value of the robot turn during collision avoidance (ca), is gained by adding all values of $n$ from Algorithm 1 that occur during a full experimental trial ($ca = \sum n = \sum \sum |\varphi|$). The value of (ca) directly reflects the total CDM activity during each trial to avoid the object. The results of (ca) during all experimental sessions are shown on Table 6-2. Figure 6-8 and Figure 6-9 show that the results of collision detection and avoidance also improved when the subject gained experience.

<table>
<thead>
<tr>
<th>CDM Metrics</th>
<th>Session</th>
<th>Assisted</th>
<th>Unassisted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Collision Detection (cd)</td>
<td>I</td>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(count/trial)</td>
<td>II</td>
<td>1.7</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2.4</td>
<td>2.0</td>
</tr>
<tr>
<td>Collision Avoidance (ca)</td>
<td>I</td>
<td>3.7</td>
<td>1.8</td>
</tr>
<tr>
<td>(π/trial)</td>
<td>II</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>
6. Results

Figure 6-8 Collision detection results over experimental sessions

Figure 6-9 Collision avoidance results over experimental sessions

6.3.2 Autonomous Navigation Performance

The camera feed was processed online to extract assistive information (Figure 6-10), and the results were sent to the ANM. The ANM was very accurate and the robot followed the assistive information accordingly as described in Section 5.2.3.

During all experimental trials conducted in assisted navigation mode, in all sessions, the ANM failed to detect and follow the assistive line only twice during the first session. After the first session the image processing algorithm was tuned to perform in different light intensity and as a result the assistive information was not lost anymore.
However, in some trials the assistive information was lost due to a wrong BMI output while on decision point. In those cases, there was no available line in the direction indicated by the BMI output, and the navigation followed immediately in direct control mode until the next assistive line was detected by the ANM.

### 6.3.3 Adaptive Robotic Navigation Results

Besides the collision detection ($cd$) and avoidance ($ca$) results introduced above, here we will introduce the results of two very important navigation task metrics. In Table 6-3 are shown the results of mental tasks or BMI mental predictions ($mp$) required during a full trial and the total trial time ($t$). In assisted mode the subject was able to navigate the robot from starting position to the goal faster and with fewer mental tasks.
Table 6-3 Navigation Metrics

<table>
<thead>
<tr>
<th>Navigation Metrics</th>
<th>Session</th>
<th>Assisted</th>
<th>Unassisted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Mental Predictions (mp)</td>
<td>I</td>
<td>31.3</td>
<td>7.1</td>
</tr>
<tr>
<td>(counts/trial)</td>
<td>II</td>
<td>30.7</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>17.3</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>26.4</td>
<td>8.0</td>
</tr>
<tr>
<td>Trial Time (t)</td>
<td>I</td>
<td>298.2</td>
<td>61.9</td>
</tr>
<tr>
<td>(seconds)</td>
<td>II</td>
<td>262.6</td>
<td>29.3</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>157.8</td>
<td>24.9</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>239.5</td>
<td>72.9</td>
</tr>
</tbody>
</table>

Figure 6-11 Mental task results over experimental sessions

Figure 6-12 Trial time results over experimental sessions
All robot navigation performance metrics during assisted mode show improvement compared to unassisted mode navigation (Figure 6-13). The average number of mental tasks (mp) was reduced by more than 34%, the navigation time (t) was reduced by more than 14% and the number of collisions was reduced by more than 77%. This shows that the assistance provided by the ANP improves the navigation quality significantly by choosing a better robot motion trajectory following the assistive information and by reducing the number of encountered collisions, improving thus the total navigation time.

Figure 6-14 (a) shows the robot navigation in assisted mode. The navigation started in unassisted mode and after the first mental task the camera detected the tactile paving. The subject switched to assisted mode at point ‘S’. In total there are two mental tasks (double) at the same place. At the first decision point (A), the robot stopped and the subject was asked again to switch control mode. Assisted mode was selected again. Next, the robot movement direction was asked and forward direction was selected (double MI task again). Following navigation according to the dotted line, the robot arrived at the goal location ‘G’.

Figure 6-14 (b) shows the robot navigation route in a trial conducted entirely in unassisted mode. In this trial, we have only one mental task (single) at each location since the subject was never asked to switch mode. During this trial a collision was detected at ‘C1’ and avoided utilizing the CDM.

![Figure 6-13 Robot navigation metric improvement during assisted navigation](image-url)
Figure 6-14 A navigation trial conducted in (a) assisted mode (b) unassisted mode
7 Conclusions

In this thesis, we proposed an adaptive navigation method for the robotic wheelchair using brain signals. We introduced a de-noising filtering to improve the BMI performance, and proposed an adaptive method to assist and improve the navigation of the wheelchair.

The advantages of the proposed method were proved by its experimental application with a robotic wheelchair, developed in our lab, in an indoor environment. We found that by using the ANP, the number of mental tasks, the number of collisions and the navigation time improved significantly. Furthermore, the BMI classification accuracy was improved during assisted navigation. Moreover, all navigation performance indicators improved considerably when the subject gained experience.

The main advantages of the proposed method are as follows:

- In our method, we used only EEG signal based BMI to control the robotic wheelchair, compared to other methods (Gneo et al. 2011) that use residual motor functions. In the case of severely paralyzed people other motor functions do not exist or even when they do, it is very hard for the subjects to control them.

- In contrast with other BMI based navigation methods (Gneo et al. 2011; Lopes, Pires, and Nunes 2013), in our method, we did not use EPs. This means the BMI system was not synchronized to any stimuli device, and the subject was not required to continuously stare at the screen in order to produce mental activity.

- The majority of the existing work in BMI controlled wheelchairs is done in simulated or virtual environments (Gentiletti et al. 2009; Philips et al. 2007; Tsui, Gan, and Hu 2011; Cho, Winod, and Cheng 2009; Montesano et al. 2010; Leeb,
Friedman, Müller-Putz, et al. 2007; Leeb, Friedman, Slater, et al. 2007). In our method, all the experiments were taken with a real robotic wheelchair in a real indoor environment.

- Our navigation method did not require any prior environment training for the robot. Furthermore, there was no map and/or goal location provided to the robot, as used in other BMI wheelchair applications (Perrin et al. 2010; Lopes et al. 2011; Carlson and del R. Millan 2013; Lopes, Pires, and Nunes 2013). This made the navigation environment independent.

- Our method reduced the subject’s mental workload. Since the subject was asked to perform a mental task only on a decision point, while the robot navigated autonomously, the subject was able to relax and prepare for the next task.

- The subject was always in control of navigation by deciding to accept or reject the assistance, and not the robot as shown in other methods (Perrin et al. 2010; Lopes et al. 2011). The navigation assistance used in our method was not restrictive because the subject was able to reject it and directly control the robot.

In our method, we employed computer vision coupled with assistive information to provide autonomous navigation capabilities to the robotic wheelchair. The advantages of this method are the following:

- The tactile paving assistive information already exists in many hospitals and most of the public buildings.

- They are built with safety as a priority, and designated for disable people. This somehow, helps avoiding congestions (non-disable people try to avoid blocking the path) and may reduce the number of potential collisions.

- Computer vision can be adapted to different sceneries and different kind of assistive information. For instance, some hospitals in Japan have already implemented similar color coded lines to guide existing robotic equipment. Our computer vision algorithm can be easily tuned to autonomously navigate using the existing guide lines instead of tactile paving or both.

- The combination of computer vision with tactile paving offers a global solution that provides good and reliable navigation capabilities without requiring prior robot training. This makes the robot navigation environment independent.
Appendices
A  Brain Activity Measurement Techniques

Most brain activity measurement techniques (Table A-1) are based in two main principles.

The first principle (and the most popular in BMI field) is based on the measurement of the electromagnetic activity generated by the action potentials of targeted neural populations. This includes non-invasive measurement made by electrodes placed on the scalp (EEG and MEG) and invasive measurements made by electrodes inside the skull (ECoG) or even implanted in cortex (Local Field Potentials (LFP) and Single/Multi-Unit Action Potentials (SUA/MUA)).

The second principle is based on the measurement of metabolic processes of the brain (fMRI, PET and NIRS). The idea behind this principle is that brain activity in a specific area is always associated with metabolic activity, thus measuring metabolic activity enables the detection of areas with current brain activity.

Table A-1 Brain Activity measuring methods and their main distinctive features

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Electrode Position</th>
<th>Measurement</th>
<th>Signal</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEG</td>
<td>Non-invasive</td>
<td>Scalp</td>
<td>Electromagnetic</td>
<td>Magnetic Field</td>
<td>Magnetic field generated by neural activity on scalp</td>
</tr>
<tr>
<td>EEG</td>
<td>Non-invasive</td>
<td>Scalp</td>
<td>Electromagnetic</td>
<td>Electric Potential</td>
<td>Electrical field generated by neural activity on scalp</td>
</tr>
<tr>
<td>ECoG</td>
<td>Invasive</td>
<td>Cortex Surface</td>
<td>Electromagnetic</td>
<td>Electric Potential</td>
<td>Electrical activity generated by neural activity on cortex surface</td>
</tr>
<tr>
<td>LFP</td>
<td>Invasive</td>
<td>Inside Cortex</td>
<td>Electromagnetic</td>
<td>Electric Potential</td>
<td>Electrical activity generated by neural activity inside cortex</td>
</tr>
<tr>
<td>fMRI</td>
<td>Non-invasive</td>
<td>N/A</td>
<td>Metabolic</td>
<td>Blood oxygen level</td>
<td>Blood oxygenation magnetic penetration properties</td>
</tr>
<tr>
<td>NIRS</td>
<td>Non-invasive</td>
<td>N/A</td>
<td>Metabolic</td>
<td>Blood oxygen level</td>
<td>Blood oxygenation light penetration properties</td>
</tr>
<tr>
<td>PET/CT-PET</td>
<td>Non-invasive</td>
<td>N/A</td>
<td>Metabolic</td>
<td>Positron Emitting Substance Radioactivity level</td>
<td>Gamma rays emitted by the positron emitting substance</td>
</tr>
</tbody>
</table>
B Other Electrophysiological Signals Used in BMI

Besides the signals shown in Section 2.3, in this appendix, we will introduce some additional electrophysiological signals captured by EEG and used for BMI applications. First, we will introduce the SCP as a part of spontaneous signals, and then the most common types of EPs.

B.1 Slow Cortical Potentials

SCP is a gradual variation of the cortical activity, which can last from hundreds of milliseconds to several seconds. They have the lowest frequency range of all EEG electrophysiological signals suitable for BMI systems.

Positive deflections of SCP are associated with reduced cortical activity (Rockstroh et al. 1984), while a negative deflection usually indicates increased cortical activity as it appears during movements or other activity involving cortical structures. It is possible to learn to make these variations positive or negative using operant conditioning (Section 2.3.3). SCP can be used in a BCI to generate binary commands, according to the positivity or negativity of the potential (Hinterberger, Schmidt, et al. 2004; Birbaumer et al. 2000; Kleber and Birbaumer 2005).

B.2 Common Evoked Potentials Used in BMI Systems

In this section, we are going to give some details about the visually evoked potentials (VEP) especially the steady–state visually evoked potentials (SSVEP), which are the most common EP used in BMI applications. Furthermore, different components of the ERP, with the main focus on P300 component, are introduced.

B.2.1 Visual Evoked Potentials

VEP are generated from the brain activity in response to external visual stimuli and can be measured above the visual cortex area. Several types of visual stimuli can elicit VEPs; the most common are flash (luminance) and pattern stimulation (see Odom et al. 2004). The average amplitude of the measured signals on scalp is up to 10 microvolts. There are different types of VEP including, sweep, binocular, chromatic, hemi–field,
flash, LED, motion, multifocal, multi–channel, multi–frequency, stereo–elicited and SSVEP.

The SSVEP are brain originated electrical signals that occur in response to a visual stimulation, with frequency in the range \([3.5, 75]\) Hz. The frequency range of the SSVEP is the same (or multiple) as the stimuli frequency (Ding, Sperling, and Srinivasan 2006). They appear to have almost constant (steady) amplitude and phase discrete frequency components during the stimuli application period. SSVEP is the most used VEP in BMI applications (Vialatte et al. 2010).

B.2.2 Event Related Potentials

An ERP is the voltage change measured on the scalp due to an electrophysiological activity in response to a specific sensory, cognitive, or motor event. The ERP components are labeled according to their potential polarity (P or N) and approximate occurrence latency (in ms). For example, a component peak occurring at 300ms with positive potential is labeled P300 whereas a component peak at 200ms latency with a negative potential is labeled N200 (Figure A-1). Another commonly used annotation refers to the occurring sequence, where N1 is the first occurring negative potential and P3 is the third occurring positive potential (Figure A-2). The labels N1 and N100, P1 and P100, etc., refer to the same component.

There exist a variety of ERP components. Furthermore, the components can be divided into subcomponents according to their usage in neurophysiology (Patel and Azzam 2005; Rugg and Coles 1996; Folstein and Van Petten 2008), but this is beyond the scope of this thesis.

Common ERP components include \(N100, N200, P300\) and \(N400\). Table A-2 summarizes the distinguishing features of these components. The most popular ERP component used in BMI is the P300. P300 response is correlated to the brain reaction to an unpredictable stimuli, this experiment is also known as the oddball paradigm (Squires, Squires, and Hillyard 1975). In this paradigm, frequent background stimuli (or no stimuli at all) are shown in rapid succession and at a random position, in that sequence, a less frequent target stimulus is interspersed. Due to this target stimulus, a ‘strong’ positive peak at around 300ms can be observed in the EEG signals.
**Table A-2 ERP component properties**

<table>
<thead>
<tr>
<th>ERP Component</th>
<th>Latency (ms)</th>
<th>Recording Place (over scalp)</th>
<th>Generated in Response to</th>
</tr>
</thead>
<tbody>
<tr>
<td>N100</td>
<td>80-120</td>
<td>Frontal Central lobes</td>
<td>unpredictable auditory, visual, olfactory or somatosensory stimuli</td>
</tr>
<tr>
<td>N200</td>
<td>200-350</td>
<td>Anterior lobes</td>
<td>odd stimulus in a sequence of similar stimuli</td>
</tr>
<tr>
<td>P300</td>
<td>250-500</td>
<td>Parietal lobe</td>
<td>unpredictable stimuli</td>
</tr>
<tr>
<td>N400</td>
<td>250-500</td>
<td>Central Parietal lobes</td>
<td>meaningful audio or visual stimuli (words, sign language, pictures, faces, environmental sounds, and smells)</td>
</tr>
</tbody>
</table>
C BMI Classifiers

Apart the linearity/nonlinearity and regularization explained in Section 4.4, here we will introduce some other characteristics that are used to define the classifier’s functionality and usage (Lotte et al. 2007).

**Dynamic** classifiers are able to determine the class of a feature sequence which allows them to catch temporal dynamics. **Static** classifiers are able to classify only a single feature vector and not a sequence.

**Informative** classifiers compute the likelihood of each class of the feature vector, and then choose the most likely class. **Discriminative** classifiers learn the way of discriminating the classes or the class membership in order to classify a feature vector directly.

**Stable** classifiers are not complex and have stable performance toward small variations in the training set. **Unstable** classifiers have a high complexity and even small variations in the training set may lead to significant performance changes.

In the next section, we will show some of the most commonly used classifiers in BMI applications.

C.1 Classifiers Used in BMI

Besides the LDA and RLDA (Section 4.4), other popular types of linear classifiers used to classify feature vectors in BMI applications are the linear support vector machine (LIN–SVM) and the radial basis function kernel support vector machine (RBF–SVM) (Furdea et al. 2012).

After linear classifiers, **Artificial Neural Networks** (ANN) is the category of classifiers mostly used in BMI. The Multi–Layer Perceptron (MLP) (Haykin Simon 1999) is the most widely used ANN architecture in BMI, and has been applied to a wide range of BMI applications (Hiraiwa, Shimohara, and Tokunaga 1990; C. W. Anderson and Sijercic 1996; Haselsteiner and Pfurtscheller 2000; Silvia Chiappa et al. 2004; Palaniappan 2005; Rodrak and Wongsawat 2012; Elghrabawy and Wahed 2012; Nawroj et al. 2012). MLP performance is very sensitive to noisy and non–stationary EEG signals, therefore their architecture must be carefully chosen. Besides MLP, different types of ANN architectures are used in the field of BMI. These architectures include the Radial
Basis Function Neural Network (RBFNN) (Mano et al. 2013; Khare et al. 2011; Bassani and Nievola 2008), the local neural classifier (Local–NN) (Millan et al. 2000; Millan et al. 2004), Adaptive Probabilistic Neural Network (Hazarzi and Erfanian 2008), Learning Vector Quantization (LVQ) Neural Network (Kohonen 1990; Trung et al. 2012; Mizuno et al. 2010), Fuzzy Adaptive Resonance Theory Neural Networks (ARTMAP) (Cano-Izquierdo, Ibarrola, and Almonacid 2012; Palaniappan et al. 2002; Lledo et al. 2012), the Bayesian Logistic Regression Neural Network (BLRNN) (Penny et al. 2000), the Probability estimating Guarded Neural Classifier (PeGNC) (Felzer and Freisleben 2003) and other dynamic Neural Networks such as the Finite Impulse Response Neural Network (FIRNN) (Haselsteiner and Pfurtscheller 2000), or Time–Delay Neural Network (TDNN) (Cecotti and Gräser 2008; H. Zhang et al. 2012).

Other nonlinear classifiers used in BMI include Bayes quadratic (Lemm, Schäfer, and Curio 2004; Solhjoo and Moradi 2004; Keirn and Aunon 1990; Barreto, Frota, and de Medeiros 2004), Hidden Markov Model (HMM) (Helmy et al. 2008; Zimmermann et al. 2013; Obermaier et al. 2001; Cincotti et al. 2003; McCormick, Ma, and Coleman 2010; Nazarpour, Stastny, and Miall 2009) the Input–Output HMM (IOHMM) (Silvia Chiappa et al. 2004) and Bayesian Network (BN) (Ko, Yang, and Sim 2009; Tavakolian and Rezaei 2004).

The last type of nonlinear classifiers introduced here, are the nearest neighbor classifiers. The classifiers from this type that are used in BMI include, k–Nearest Neighbors (k–NN) (Bhattacharyya et al. 2011; Loo, Samraj, and Lee 2011; Blankertz, Curio, and Müller 2002; Bhattacharyya et al. 2010) and Mahalanobis Distance (MD) (Babiloni et al. 2001; Cincotti et al. 2003).

The main properties of the classifiers introduced in this section are summarized in Classification accuracies (mean, standard deviation and train loss) of the online feedback experiments. There are also other classifiers less frequently used in BMI, like the Adaptive Logic Network (ALN) (Kostov and Polak 2000), that are not shown here.

C.2 Classifier Combination

To improve BMI classification accuracy sometimes classifier combination strategies are used. Combining classifiers is known to reduce the classification error. The advantage lies in the assumption that a combination of similar classifiers is very likely to outperform any of the classifiers on its own.
Table A-3 Properties of classifiers used in BMI research (adopted from (Lotte et al. 2007))

<table>
<thead>
<tr>
<th></th>
<th>High dimension robust</th>
<th>Unstable</th>
<th>Stable</th>
<th>Regularized</th>
<th>Static</th>
<th>Dynamic</th>
<th>Discriminant</th>
<th>Generative</th>
<th>Non Linear</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RFDA</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>linear-SVM</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF-SVM</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLR NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TDNN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FIRNN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVQ NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF-NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PeGNC</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fuzzy ARTMAP NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMM</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOHMM</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes quadratic</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes graphical network</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-NN</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mahalanobis distance</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The most common classifier combination strategies are voting, boosting, stacking and random subspaces (Lotte et al. 2007).

In voting, several classifiers are being used to find the class of the feature vector and the final class is determined by the majority (Section 4.4.2). Voting is a very popular way of combining classifiers in BMI research, probably because it is simple and efficient.

In boosting, several different classifiers are used in cascade where each classifier is focused only on the errors committed by the previous ones. It can build up a powerful classifier out of several weak ones, and it is unlikely to over train.

In stacking, several classifiers are used in different levels. The output of the feature vector classifier(s) (level–0) is the input of the next classifier(s) (level–1 or meta-classifier). The output of the meta–classifier is the final classification result.

The random subspace technique consists in generating new training set based on random subsets of the original training set, and train a different classifier for each one of these new training sets.

The combinations of the classifiers can be linear/nonlinear, regularized, etc. The results of the combined classifications are generally good, but sometimes associated with high computational load and not very effective for online applications. Regularized classifiers or classifiers able to accommodate outliers in the training data tend to give the best results in terms of correct classification rates (Lotte et al. 2007).
Appendices

D Offline BMI Method Evaluation

In this appendix, are shown the results of $f^1$–$f^3$ LTI filtering on two BMI paradigms during training and offline classification, with datasets acquired offline from 36 subjects. The first paradigm uses CSP and the second uses Spec–CSP for EEG signal filtering.

D.1 Datasets

In order to assess the performance of the BMI paradigm used for single–trial classification, EEG datasets recorded in our lab from 17 subjects together with publicly available EEG datasets from 19 subjects, were used. All datasets used for evaluation of the classification of single EEG trials method are explained in following of this section.

D.1.1 BCI Competition iii & iv Datasets

These datasets are available to download from BCI competitions website. Datasets contain EEG signals recorded while subjects imagine limb movements (e.g., hand or foot movements). All subjects’ datasets are dividend in two subsets i.e. training and testing subset (Pfurtscheller and Neuper 2001).

From BCI competition iii (Blankertz, Müller, Krusienski, Schalk, et al. 2006), two datasets were selected: a) Dataset IVa (Dornhege et al. 2004b) contains 5 sets of continuous 118 channel EEG signals from 5 subjects, performing right hand and foot MI tasks. Each original set had 280 trials available for each subject, among which 168, 224, 84, 56 and 28 form the training subset for subject aa, al, av, aw and ay respectively (here A1–A5), and the remaining trials form their test subsets. b) Dataset IIIa (Schlögl et al. 2005) contains 3 sets (B1–B3) of continuous 60 channel EEG signals from 3 subjects, performing left hand, right hand, foot and tongue MI tasks. Each training/testing subset contains 45 trials per class for subject B1, and 30 trials per class for subjects B2 and B3.

From BCI competition IV, Dataset IIa (Naeem et al. 2006) is selected. This dataset contains continuous 22 channel EEG signals from 9 subjects (C1–C9) who performed left hand, right hand, foot and tongue MI tasks. Each training/testing subset contains 72 trials for each class.
D.1.2 BCILAB Datasets

These datasets can be downloaded together with BCILAB toolbox, which is an open source Matlab Toolbox for BMI research (Delorme et al. 2011).

The first dataset (BA1) contains a sequence of trials in which a subject was instructed to imagine moving either the left hand or the right hand. Markers in the data set indicate the timing and type of these instructions (Grandchamp and Delorme 2009).

The second dataset (BA2) contains a sequence of trials in which a subject was instructed to imagine moving the left hand, the right hand, or a foot (Wang et al. 2007).

Both datasets have four sessions; the first two sessions were used for training and the remaining two for testing.

D.1.3 Intelligent Robotics Laboratory Datasets

All the subjects involved in this study were volunteer undergraduate and graduate students, all males and from 20 to 35 years old. Two of them were experienced with BMI recordings and the others had little or no experience during the time of the experiments.

The major part of the datasets recorded in our laboratory was processed offline using a method very similar to the one described in Section 4.2. Only two datasets had online feedback. The EEG signals were recorded on scalp using 9 and then later 15 channels at signal sampling rate of 0.5 kHz or 1 kHz and then resampled at 100 Hz.

The datasets OF1–OF8 contain recordings with 9 EEG channels. The data was acquired using nine separated GRASS (FEB10) gold contact electrodes, individually pasted on subject’s scalp by using conductive paste (Figure A-3). Then, electrodes were connected to the electrode box and NEC Synafit 5800 EEG device. Next, by using G.tec’s g.16sys, the signal was amplified and sent to the PC. A NIDAQCard-6036E was used to convert the data from analog to digital and finally the data was collected in MATLAB. Each set contains EEG signals recorded while subjects were performing MI tasks (i.e. right and left hand MI). Each set has an equal training and testing subset composition of 50 trials per each task.

The datasets OFC1–OFC7 contain recordings with 15 EEG channels. The data was acquired using 15 electrodes mounted in an electrode cap (Figure 4-1 (a)) and posi-
tioned as shown in Figure 4-1 (b). Apart from the number of electrodes, the rest of the data acquisition method is similar to above. With the exception of OFC4 and OFC5 which have respectively 60 trials and 30 trials per task, all other datasets have 50 trials per each task. Each set has an equal training and testing subset composition.

The datasets OLC1–OLC2 are acquired in the same manner with the OFC1–7 datasets. The offline calibration sets have the same structure with the OFC7 set. They have two MI tasks (left hand and right hand) with 50 trials each. In contrast with OFC7 set, their testing sets were acquired while the subjects had visual feedback of their mental activity. During the online feedback 80 and 90 trials respectively were taken. The training procedure is the same as the one used above in the datasets without feedback. After the training session was over, the BMI model acquired from it was used for single trial classification. After every trial the subject was shown on screen the result of its mental state prediction.

D.2 Results of LTI Filtering

In this subsection, we will show the results of using the $f^{1-\overline{1}}$ on EEG signals and the spatial filters (patterns) obtained by using Spec–CSP on the filtered EEG channels. Figure A-4 shows the effect of the $f^{1-\overline{1}}$ filtering on single EEG channels (epochs for each class are extracted first). In both right hand and left hand trials, the activity power spectrum changes and in all channels the activity in the band $[8,30]$ Hz is emphasized when $f^{1-\overline{1}}$ filtering is applied.
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D.3 Classification Results

The BMI classification results of the 19 public datasets (A1–A5, B1–B3, C1–C9, and BA1–BA2) form the BCI competitions III, IV and BCILAB, are summarized on Table A-4. The mean classification results show improvement in both CSP and Spec–CSP based methods, when applying the $f^{1,-1}$ filter. The highest classification rate is obtained when applying Spec–CSP method to optimize the spatial filters of the $f^{1,-1}$ filtered EEG signals. Sets A2 & B1 achieve 100% recognition when $f^{1,-1}$ is applied. In our evaluation, only left and right hand MI tasks were taken into consideration.

The sets that benefit the most from $f^{1,-1}$ and Spec–CSP filtering are C4, C7, A3, A5 and BA2 where the classification rates increases from 6% to 11%. These sets show an
increased classification rate on the CSP filtering method (with $f^{1-\overline{1}}$) as well. Sets C5, C9, A1, A2, B1, B3 and BA1 have a classification increase from 0 to 2% when using $f^{1-\overline{1}}$ with Spec–CSP but they have fluctuations on classification rate when using CSP.

In some sets, the CSP with $f^{1-\overline{1}}$ performance increases (C5 has 11.2% increase) and in some other sets decreases. Sets C1, C2, C3, C6, C8 and B2 have a decrease in performance from 0.6% to 2.1% in the Spec–CSP method when is applied, but they have fluctuating results on the CSP method. The highest decrease in classification obtained from applying $f^{1-\overline{1}}$, is in the case of set A4. The classification performance decreased 9.6% with Spec–CSP and 21.7% with CSP filtering.

Overall the mean performance of the 19 selected sets is increased by 1.7% and 1.1% on Spec–CSP and CSP respectively when $f^{1-\overline{1}}$ is applied. The standard deviation is also decreased with 1.1% and 1.2% for CSP and Spec–CSP respectively.

Table A-4 Classification accuracies (mean and standard deviation) obtained for each dataset for the standard CSP and Spec–CSP, with and without $f^{1-\overline{1}}$ filtering

<table>
<thead>
<tr>
<th>METHOD</th>
<th>CSP</th>
<th>Spec–CSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^{1-\overline{1}}$ filtering</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>BCI competition IV (IIA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>87.5%</td>
<td>90.3%</td>
</tr>
<tr>
<td>C2</td>
<td>53.5%</td>
<td>54.2%</td>
</tr>
<tr>
<td>C3</td>
<td>94.4%</td>
<td>93.1%</td>
</tr>
<tr>
<td>C4</td>
<td>59.7%</td>
<td>72.2%</td>
</tr>
<tr>
<td>C5</td>
<td>56.9%</td>
<td>68.1%</td>
</tr>
<tr>
<td>C6</td>
<td>68.8%</td>
<td>68.1%</td>
</tr>
<tr>
<td>C7</td>
<td>81.3%</td>
<td>86.1%</td>
</tr>
<tr>
<td>C8</td>
<td>95.1%</td>
<td>96.5%</td>
</tr>
<tr>
<td>C9</td>
<td>91.0%</td>
<td>91.7%</td>
</tr>
<tr>
<td>BCI competition III (IVA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>70.5%</td>
<td>69.6%</td>
</tr>
<tr>
<td>A2</td>
<td>98.2%</td>
<td>100.0%</td>
</tr>
<tr>
<td>A3</td>
<td>64.3%</td>
<td>72.5%</td>
</tr>
<tr>
<td>A4</td>
<td>87.5%</td>
<td>63.8%</td>
</tr>
<tr>
<td>A5</td>
<td>49.2%</td>
<td>52.0%</td>
</tr>
<tr>
<td>BCI competition III (IIIA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>97.8%</td>
<td>97.8%</td>
</tr>
<tr>
<td>B2</td>
<td>66.7%</td>
<td>65.0%</td>
</tr>
<tr>
<td>B3</td>
<td>96.7%</td>
<td>95.0%</td>
</tr>
<tr>
<td>BCILAB DATASETS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA1</td>
<td>89.1%</td>
<td>88.3%</td>
</tr>
<tr>
<td>BA2</td>
<td>87.6%</td>
<td>92.8%</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>78.7%</td>
<td>79.8%</td>
</tr>
<tr>
<td>std</td>
<td>16.6%</td>
<td>15.5%</td>
</tr>
</tbody>
</table>

*For each set, the highest classification result is in bold text.*
The classification results of the datasets taken in our lab are shown in Table A-5 (the datasets with only 9 EEG channels (without cap): OF1–OF8; the datasets with 15 EEG channels (with cap): OFC1–OFC7).

The results of $f^{1-\bar{1}}$ with Spec–CSP filtering on sets OF2, OF3, OF6, OFC1, OFC2 and OFC6 show a classification performance increase from 5% to 12%. The performance of these sets is increased in the case of CSP as well (except OF6). Sets OF4, OF8, OFC3, OFC4, and OFC5 show an increase up to 3% in classification accuracy when $f^{1-\bar{1}}$ filtering is applied with Spec–CSP, but they have mixed results with CSP.

Sets OF1 and OF7 show only 1% decrease with Spec–CSP but they show an increase with CSP. Only set OFC7 has a decrease higher than 1% (i.e. 4%) in classification performance when $f^{1-\bar{1}}$ is used with Spec–CSP.

In total, the mean classification performance of the all sets was increased by 3.8% and 3.2% on Spec–CSP and CSP respectively after $f^{1-\bar{1}}$ is applied. The standard deviation decreased by 2.1% and 1.3% for Spec–CSP and CSP respectively.

Table A-5 Classification accuracies (mean and standard deviation) obtained for each dataset collected in the intelligent robotics lab, for the standard CSP and Spec–CSP, with and without $f^{1-\bar{1}}$ filtering

<table>
<thead>
<tr>
<th>METHOD</th>
<th>CSP</th>
<th>Spec–CSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^{1-\bar{1}}$ filtering</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>9 Channel Datasets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OF1</td>
<td>83.0%</td>
<td><strong>84.0%</strong></td>
</tr>
<tr>
<td>OF2</td>
<td>77.0%</td>
<td><strong>83.0%</strong></td>
</tr>
<tr>
<td>OF3</td>
<td>58.0%</td>
<td><strong>64.0%</strong></td>
</tr>
<tr>
<td>OF4</td>
<td>66.0%</td>
<td><strong>57.0%</strong></td>
</tr>
<tr>
<td>OF5</td>
<td>64.0%</td>
<td><strong>71.0%</strong></td>
</tr>
<tr>
<td>OF6</td>
<td><strong>58.0%</strong></td>
<td>52.0%</td>
</tr>
<tr>
<td>OF7</td>
<td>68.0%</td>
<td><strong>79.0%</strong></td>
</tr>
<tr>
<td>OF8</td>
<td>63.0%</td>
<td><strong>75.0%</strong></td>
</tr>
<tr>
<td>15 Channel Datasets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OFC1</td>
<td>61.0%</td>
<td><strong>67.0%</strong></td>
</tr>
<tr>
<td>OFC2</td>
<td>52.0%</td>
<td><strong>68.0%</strong></td>
</tr>
<tr>
<td>OFC3</td>
<td><strong>86.0%</strong></td>
<td>82.0%</td>
</tr>
<tr>
<td>OFC4</td>
<td><strong>87.5%</strong></td>
<td>80.0%</td>
</tr>
<tr>
<td>OFC5</td>
<td>91.7%</td>
<td><strong>93.3%</strong></td>
</tr>
<tr>
<td>OFC6</td>
<td>68.0%</td>
<td><strong>75.0%</strong></td>
</tr>
<tr>
<td>OFC7</td>
<td><strong>73.0%</strong></td>
<td><strong>73.0%</strong></td>
</tr>
<tr>
<td>TOTAL</td>
<td>mean</td>
<td>70.4%</td>
</tr>
<tr>
<td>std</td>
<td>12.1%</td>
<td>10.8%</td>
</tr>
</tbody>
</table>

1 For each set, the highest classification result is in bold text.
The results in Table A-4 and Table A-5 show that the mean classification performance of the Spec–CSP method after $f^{1-\overline{1}}$ is higher than the Spec–CSP without $f^{1-\overline{1}}$ and both variants of CSP. Therefore the former method was chosen for online feedback experiments and for BMI robot control simulation experiments.

The results of classification accuracy of the experiments with online feedback are summarized in Table A-6. The classification rate is slightly higher compared to the offline datasets. This may be due to the engagement of the subject to improve its mental task dynamic based on the online feedback.

Table A-6 Classification accuracies (mean, standard deviation and train loss) of the online feedback experiments

<table>
<thead>
<tr>
<th>ONLINE FEEDBACK DATASETS</th>
<th>Spec–CSP (with $f^{1-\overline{1}}$) classification (train loss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OF1</td>
<td>86.3% (14.0%)</td>
</tr>
<tr>
<td>OF2</td>
<td>80.0% (17.0%)</td>
</tr>
<tr>
<td>TOTAL</td>
<td><strong>83.1% (14.0%)</strong></td>
</tr>
<tr>
<td>STD</td>
<td>4.4% (N/A)</td>
</tr>
</tbody>
</table>


