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Abstract

In this study, the author developed a fundamental theory of interval timing behavior,
inspired by the learning-to-time (LeT) model and the scalar expectancy theory (SET)
model. The proposed model of timing behavior comprises clocks, a requlator, a mixer,
a response, and memory. This theoretical model was verified by measuring the timing
behavior using real animals. In the animal experiment using rats with the peak-interval
procedure, the rats were required to press a lever after a certain period of time from a
cue tone onset. Numerical values randomly generated by a computer were input to the
above theoretical model, and parameters in the model were set so that the correlation
coefficient between the theoretical model and the actual frequency distribution curves of
lever pressing became higher. The results indicated that the theoretical model well showed
"scalar property”, in which, even if the length of targeted time in timing behaviors is
changed, altered reaction patterns of animals can be superimposed to the original pattern
by similarity transformation in the time axis direction. Thus, this model can incorporate
“transposition” in psychology (a phenomenon that generalization gradient depends on
relative scale) as scalar property. Furthermore, the Akaike information criterion (AIC)

values indicated that the current model fit the data better than did the SET model. The

present mathematical model with the above characteristics should be an important key

in elucidating neurophysiological mechanisms of time perception.



1 Introduction

“What is time?” Among the innumerable, difficult problems as yet unsolved by humans,
this may be one of the toughest. The ultimate goal of the author is the mathematical ax-
iomatization of psychological time (subjective time) achieved through an analysis founded
on behavioral science. Physicists have long expressed objective time as a real number line.
Subsequently, in the last century, objective time was embodied in Minkowski spacetime, a
four-dimensional space possessing time as the fourth coordinate, by theorists of relativity.
It seems to us, however, that even Zeno’s paradoxes, such as “Achilles and the tortoise”
and “the arrow,” are as yet unsettled (Vlastos 1967, Alper and Bridger 1997). Some of
the important open questions that remain are the following: “What is subjective time
like?”; “How do organisms perceive time?”; and “How are organisms’ perceptions of time

reflected in their behavior?” The author must collect facts about the characteristics of

subjective time before he can identify its underlying mathematical axioms. The present

analysis targets identifying such axioms.

1.1 Time perception and interval timing

Perceived time is also called psychological time, and it is distinct from physically measured
time. Unlike most perceptions, which are based on the senses, the perception of time is not

associated with specific organs or external stimuli that create an organisms’ experiences of



time. Nonetheless, not only multicellular organisms but also single-celled organisms, such
as paramecia and the true slime mould Physarum polycephalum, have time perception

(Saigusa et al. 2008).

Interval timing is based on time perception. The mechanisms of circadian timing
and millisecond timing have been clarified, to some extent. Interval timing, however,
differs from circadian timing and millisecond timing in its precision. Interval timing is
less precise than either of the other two types of timing: it is accurate only to within
a wide seconds-to-minutes-to-hours range, while circadian timing is precise to within a
narrow range of around twenty-four hours, and millisecond timing is of a mixed precision
that lies within the subsecond range (Buhusi and Meck 2005). Given this difference in
precision, it is likely that the mechanism underlying interval timing differs from those

underlying these other two forms of timing.

In the current study, fixed interval (FI) schedules of reinforcement were used to
study interval timing. With FI schedules, only the first response that occurs after a fixed
duration is reinforced. To better study the full course of responding over time, Roberts
(1981) invented the peak-interval (PI) procedure. The PI procedure includes both FI
trials and probe trials. In probe trials no reinforcement is provided, and the length of the
trial greatly exceeds the length of the intervals used during the FI trials. Interval timing is

often investigated through use of the PI procedure (See Fig. 9 on page 24 for actual data
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Figure 1: Structure of the scalar expectancy theory (SET) model, updated by Figure
1 in Allman et al. (2014). A pacemaker generates pulses. Pulses are first stored in an
accumulator and then stored in the working memory. After reinforcement, the contents
of the working memory are transferred to the reference memory. In later trials, previ-
ous delay lengths stored in the reference memory are compared with the number in the
accumulator, and the ratio of the two numbers determines the subsequent behavior

from my experiment, shown as dots; also see Figure 2 in Church (1984); Zentall 2006)*!.

1.2 SET and LeT

Investigations of vertebrates’ sensitivity to time have culminated in many theories. Among
them, the scalar expectancy theory (SET) model and the learning-to-time (LeT) model

are mathematically interesting*2.

Gibbon and his colleagues developed the SET model of timing (Gibbon 1977; Gibbon,
Church and Meck 1984). SET is very successful at describing subjective time across

many interval lengths. In short, SET provides a cognitive and stochastic account of

*I Abbreviations. FI schedule, fixed interval schedule; PI procedure, peak-interval procedure.

*2 Abbreviations. SET, the scalar expectancy theory; LeT model, the learning-to-time model.
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information processing to explain temporal behavior in animals. The components of SET
are a pacemaker, a switch, an accumulator, memories, and a comparator, and the model
proposes that together these components produce instrumental responses (Fig. 1. See
also Figure 1 in Allman et al. (2014) and its detailed neurological review). The explicit

solution of a PI procedure is

R(t):aexp{—%<t_bto>2}+Ro, (1)

where R(t) is the operant response function at time ¢, ¢y is the t-coordinate of the vertex

of the graph of R(t), b is the standard deviation, and a and R, are parameters. This is a

modified version of the density function for the normal distribution.
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Figure 2: Structure of the learning-to-time (LeT) model. A time marker initiates the
activation of behavioral states. These serial states are multiplied by each associative link.
The summation of these products determines behavior
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Machado developed the LeT model of timing, retaining the basic elements of the
behavioral theory-of-timing (BeT) model, which was developed by Killeen and Fetterman
(1988; Machado 1997; Machado and Guilhardi 2000; Killeen and Taylor 2000)*3. In
short, the LeT model is a behavioral and deterministic account of learning formulated to
explain temporal behavior in animals. Its components, which include behavioral states
and associative links, produce instrumental responses (Fig. 2). The LeT model therefore

describes a dynamical system that individuals use to produce temporal behavior.

Both SET and LeT inspired the current author’s ambition to create a new theory
of timing behavior that is both descriptive and interpretive of quantitative analyses in
neuroscience. Although this theory is similar to LeT in several ways, the author hope
that, like SET, it will be successful at describing subjective timing behavior across a wide

range of interval lengths.

*3 Abbreviation. BeT, the behavioral theory-of-timing model.
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2 A new model of timing behavior

Since mathematics is a deductive system, it is convenient to construct a deterministic
model of timing behavior. However, this does not imply that a useful stochastic model of

this timing behavior could not be developed.

2.1 Model of clocks; functions X,,(t)

Gibbon, Church and Meck (1984) incorporated into SET the assumption that an internal
“pacemaker” exists. Machado used clocks modelled by a cascade (stream flow) as “be-
havioral states” in the LeT model (Machado 1997). My model also assumes the existence
of clocks, although I do not yet know how these clocks are related to the organisms’
counting-like behaviors (Meck 1996, 2006; Fetterman et al. 1998; Matell and Meck 1999;
Staddon and Higa 1999; Grondin 2001; Matell et al. 2003; Clément and Droit-Volet 2006;
Saigusa et al. 2008; Beckmann and Young 2009). I am thus willing to consider models
that offer precise accounts of specific types of timing behavior as well as those that provide

more general accounts of a wider range of timing behaviors.

The cascade model used to create my model of timing behavior is illustrated in Fig. 3.
This cascade model is simple, and it has much in common with the cascade model that
is part of the LeT model. In my model, the containers are aligned vertically, and each

container is analogous to a clock. These clocks each provide information to the organism
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Figure 3: Snapshots of the cascade model used to illustrate the dynamics of clocks. There
is a hole in the bottom of each container. At the beginning of a PI trial (represented by
the leftmost column in the figure), the top container is filled with water, and the other
containers are empty. In this figure, the columns from left to right provide a series of
snapshots of the state of the containers as time elapses, and thus the quantity of water in
each one changes. The quantity of water in each container may be considered analogous
to the amount of influence the associated clock has on the subject’s estimate of the length
of the interval being timed that has thus far elapsed

about how much of the interval has elapsed, and the “volume” with which a given clock
provides this information is equivalent to the amount of water in the corresponding con-
tainer. I use X,,(¢) to denote the amount of water in the nth container (n =0,1,2,3,...),
where ¢ (2 0) represents the physical time that has elapsed since the onset of the interval
being timed. I assume that X, (¢) is differentiable at any time ¢, and the value of X, ()
is a nonnegative real number. Let A be a positive constant. Based on Machado (1997), 1

propose the following set of differential equations:



d

LEXo(t) = —AXo(0): (3
X, (0)=0 (n=1,2,3,...), (4)
%Xn(t) “ X1 () = AXa(t) (n=1,2,3,...). (5)

Equation (2) is the initial condition of Xy (¢), and it expresses the fact that the top
container is filled with water at the beginning (¢ = 0) of each trial. Equation (4) is

the initial condition of X, (¢) (n = 1,2,3,...), and it expresses the fact that the other

d
—Xo(t) is the first derivative of Xy(t), and

containers are empty at t = 0. In Eq. (3), o

d
EXO(t) can be read as the differential coefficient of Xy(¢) at time ¢, which is the rate

of change (decrease, in this case) of X,(¢) at time ¢. Thus, Eq. (3) expresses the fact
that water in the top container flows out of that container at a rate proportional to the
amount of water left in the container at that time. The positive constant A, previously

defined, is used here as the proportional coefficient in this relation. Take an arbitrary

d
EXn(t) on the left-hand side can be

n (n =1,2,3,...), and hold it fixed. In Eq. (5),
read as the rate of change of X, (¢) at time ¢. The term AX,_;(¢) on the right-hand
side expresses the fact that the nth container receives water at a rate proportional to the
amount of water in the (n — 1)th container at that time, and the term —AX,(¢) on the

same side expresses the fact that the nth container loses water at a rate proportional to

the amount of water in the nth container at that time. Inductively, the term AX, ()

9



may be read as the rate at which the previous (n — 1)th container loses water. All the
proportional coefficients of the relations described by Eqs. (2)-(5) are identical and are

equal to the constant .

As can be proven by mathematical induction on n, the solution of Egs. (2)—(5) is the

density function of the Poisson distribution, i.e., the gamma density function:

exp(—At) - (At)™

n!

X,(t) = (n=0,1,2,3,...). (6)

1
The graph for each n (n = 0,1,2,3) is presented in Fig. 4, using N = 15 seconds to
provide an illustrative example. By differential calculus, we see that X,,(¢) has its peak

att=— (n=0,1,2,3,...).

n
A

During each trial, the value of A was determined in some way by the data extracted
from memory, and after each FI trial ends with reinforcement, the new value of A is stored
in memory. This process corresponds to what was called “recalibration” by Killeen (1975;

Fetterman and Killeen 1991).

In the present model, I assume that it is necessary to express each instant of time

(n=0,1,2,3,...) with an accompanying span for both before and after that moment

>3

n
X; note that this spread does not indicate an error. This deterministic model differs in

this from the stochastic counter model offered by Killeen and Taylor (2000), which used
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Figure 4: Example of the clocks included in the Poisson decomposition (PD) model.
Graphs of X,,(t) (n =0, 1,2, 3), plotted with bold lines, show the change in water quantity
in the containers after time ¢, the physical time elapsed since the start of the trial. X, (¢)

has its peak at t = % (n=0,1,2,3). The peak times in these graphs are examples where

1
oY is arbitrarily set to be 15 (sec)

the cascade as an explanation of the error.

As is mentioned in Dayan and Abbott (2001, p. 34) “even when it successfully de-
scribes data, the Poisson model does not provide a mechanistic explanation of neuronal
response variability,” that is, it is not necessary to find a cascade structure in biologi-
cal systems. Figure 3 is an abstract example to explan the consecutive reaction, which is
widely studied in chemistry. In many applications, the outputs of the model clocks should

be replaced by actual output.
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2.2  Model of regulator; functions ¢, (s) X, (%)

N denotes the total number of sessions, and m + 1 denotes the maximal number of
clocks used. Mathematically speaking, in the sth session (s = 1,2,3,...,N), for each n
(n=0,1,2,...,m), the requlator prepares the set of real numbers ¢, (s); then it calculates
the product ¢, (s)X,(t), amplifying X,,(¢) by ¢,(s). In other words, the regulator assigns
weights to the clocks. T assume that the weights ¢, (s) are constant within a session.
In this regard, the LeT model has the associative strength function W, (¢), which varies

within a trial.

During each trial, the set of values of ¢,(s) is determined by the data extracted from
memory, and after each FI trial ends with reinforcement, the new set of values of ¢,(s)

is stored in memory. This process forms an additional component of the “recalibration”

process.

2.3 Model of mixer; function R,(t)
[ use R4(t) to denote the psychometric function, the source of the operant response, which
is produced by the mizer, in the sth session of a trial.

In my model, I define R(t) such that

Ry(t) = ch(s)Xn(t), (7)

n=0
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a linear combination of functions X,,(¢) with coefficients ¢, (s) (n =0, 1, 2, ..., m). For

1
a typical example in which S 15 seconds, the length of the trial is 90 seconds, and

m = 3, this becomes

Ry(t) =) cal(s)Xa(t)

= o(5)Xo(t) + c1(s) X1(t) + c2(s) Xa(t) 4 c3(5) X5(2). (8)

Please note that ¢,(s) is not limited to positive real numbers. Let us go one step
further into metaphor. If ¢,(s) > 0, then at a given time ¢, the living organism hears
its internal nth clock claiming, “It’s time” (the interval has elapsed), X, (t), amplified by
the rate c¢,(s), taken as an activating motive. If ¢,(s) < 0, then at a given time ¢ the
living organism hears its internal nth clock claiming, “It’s not time,” X, (t), amplified by
the rate |c,(s)|(= —cn(s) > 0), taken as an inhibitory motive; and, if ¢,(s) = 0, then the
living organism does not hear the nth clock. The term mizer is used to designate the

component of the model involved in this process, which leads to an automatic summation

of ¢, (s)Xn(t) (n=0,1,2,...,m).

For any natural number m, the functions X, (t) (n = 0,1, 2,...,m) are linearly
independent, which can be shown mathematically. Therefore, for a given R4(t), their
linear combination in Eq. (7) is unique. At the same time, Eq. (7) can be read as a
decomposition of R(t) into independent components X,,(¢) (n =0,1,2,...,m). Thus, in

this study, both my total model and my method of analysis are a Poisson decomposition
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(PD)*.

In the LeT model (Machado 1997), R(t) is defined as
R(t) = A W)X, (1)

where W, (t) is the associative strength function of state n (n = 1,2,3,...) at time ¢, and
A is a positive constant. Since AW, (t) = 0 for all n and ¢, the series R(t) contains no
negative term. Thus, the LeT model cannot include inhibitive processes that reduce the
likelihood that a subject will respond as if a particular interval has elapsed. With X, ()
in my PD model, the notion of clocks is changed from the behavioral states in the LeT

model and permits the use of negative terms.

2.4 Model of operant response; function R,(t)

In the current study, the value R of a response rate at a unit time is defined as the value

of the ratio of the mean number n of responses at the unit time to the maximal mean

n
number n,, of responses per unit time, namely R = ——. The value of the response rate is
m

nonnegative and does not exceed one; the operant response function Rg(t) may be defined

*4 Abbreviation. PD, Poisson decomposition.
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Figure 5: The psychometric function R4(t), the result of the processes of the mizer,

becomes R (t) when it leads to the response. X is assumed to be 15 seconds in the

example presented in the figure

as

1 (if Rs(t) > 1),
= R(t) (f0<R(1) 1), (9)
0 (if Rs(t) < 0).

Ay

s(t

Note, for example, the two bold lines in Fig. 5.

Empirical results show that the timing behavior of an animal has a scalar property.
This is demonstrated by the fact that the graphs of the timing-response functions for

PI schedules in the same animal are almost identical following a linear transformation

a
expressed by some matrix , where a and b are nonzero real numbers, even if their

0

functions are created under different FI durations in the PI schedule (see Figure 4 in

Cheng and Meck (2007) for a superimposition of the graphs obtained from PI schedules
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of 18, 36, and 72 seconds. Also see Figure 1 in Oprisan and Buhusi (2013); Figure 2 and
3 in Allman et al. (2014) for human peak-interval timing). The scalar property is one of
the starting points of SET (Church 2003; Gibbon 1977). It can be shown mathematically
that the system of functions Rg(t) has the scalar property if and only if m does not change

and ¢,(s) (n = 0,1,2,...,m) do not change their ratio. Generally speaking, the system

of R4(t) does not have the scalar property, but if Rs(t) = 1 in its total domain, which is

observed in most cases, then Rg(t) has the scalar property.

2.5 Total model

[ 0 sec 15 sec 30 sec 45 sec

LOCK
vy | DO G O |oroos
n

| |
Xo(t X(t)
l Xt l ()
N :
[ L ’ ] REGULATOR

: |
CO(S)XQ(t) CQ(S)XQ(t)

{e1()X, (ti e3(s) X3 (1)
vYVY Y

RESPONSE
Rs(t)

Figure 6: Example (m = 3) of my model of the timing of operant responses. Memory
contributes to the value the clocks assigned to A, and it influences the regulator in fixing
cn(s) (n =0,1,2,...,m). The mizer automatically makes R,(¢) the sum of ¢, (s)X,(¢)

(n=0,1,2,...,m). Rs(t) is the source of R4(t), which is produced by the response
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Figure 6 illustrates an example of my total model of operant responses. The interval

1
T(> 0) between the peak times of successive clocks will be called “the basic period.”

The reciprocal, A, will be called the “speed” of the clock. That is, as the basic period gets
smaller, the clock ticks at a faster rate. On the other hand, as the basic period increases,

the clock ticks at a slower rate.

My model assumes that memory contributes to the process through which clocks set
A to a suitable value; this is based on the length of the FI presented in the early trials of

the experiment. Memory sends the information about A to the clocks, and memory can

1
recalibrate the value after experiencing additional FI trials. My typical by setting in the

examples in the figure is 15 seconds; in other words, each clock has a length that is 15

seconds longer than the preceding clock.

Memory also contributes to the process through which the requlator sets c,(s) (n =
0,1,2,...,m). An example of R,(t) is presented in the left-hand panel of Fig. 5. In the

figure, the coefficients ¢q(s) and c(s) are positive, because the graphs of ¢o(s)Xo(t) and
. . 0 2 .

c2(8)X3(t), having peak times of 0 | = by seconds and 30 | = N seconds, respectively,

are located above the horizontal axis. The coefficients ¢ (s) and c3(s) are negative, because

1
the graphs of ¢;(s)X;(t) and c3(s)X3(t), having peak times of 15 (: X) seconds and
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3
45 (: X) seconds, respectively, are located below the horizontal axis. In this example,

clocks X (t) and X3(t) may be used in the mizer for judging, “It is not 30 seconds yet”

and “It is not 30 seconds anymore,” at strengths |c,(s)| and |cs(s)|, respectively.

The basic idea of the function of the mizer, the simple mathematical summation, is
similar to that of the generalization gradients and the peak shift by Spence (1937; Mazur

2006). Figure 7 shows a simplified chart of a peak shift.

Peak Shift
9
o -
]+ ]+
+[+ [+
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3 |+ ]|+ CImJ
c [+ ]+ ]+ c
8_ [+ [+ ][+ ]+ 8_
n | [ ] 0
d:v [ [ [ [ ] &
4[4[+ [+ [+ [+ [+ [+ [+ [+ ][+ ][+ ]+ ]+]+
R R R U U U PR U U PR PR U Y U R
o) \+tiitiiit++++++++ o I
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Figure 7: Simplified discrete explanation of a peak shift. The peak time moves as a result
of mathematical summation. The grey boxes are the result of the white boxes below the

horizontal axis El being subtracted from the white boxes above the horizontal axis

Some examples of peak shifts in my study are shown in Fig. 8. Superposition, as
described by Kirkpatrick-Steger et al. (1996; Killeen and Taylor 2000) is different from
the process that I am proposing because functions are added in PD, but in superposition,

the maximal function is selected.

Through use of the regulator, a living organism tries to get better weights, i.e., a set

of ¢,(s) (n=0,1,2,3,...,m) that are better for its strategy.
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Figure 8: Different possible weights of ¢,(s) (n = 0,1,2,3) and the corresponding peak

shifts. In each panel, the bold curve is the graph of Ry(t), where Ry (t) = co(s)Xo(t) +

c1(8)X1(t) 4 ca(s) Xa(t) 4+ c3(s) X3(t). The shaded portion is for reference, and it expresses
2

1

WXQ(IS), that is %Xg(t). The two thin curves are the graphs of ¢y(s) (near the
2\X

horizontal line 0.0) and c(s) (above, its top is outside the range presented in the figure).

The two broken curves are the graphs of ¢;(s)X;(¢) (left) and c3(s)X3(¢) (right), whose

ratio determines the shape of Rg(?)
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3 Materials and methods

3.1 Animals

Twelve experimentally naive male Wistar rats (Crlj; Japan Charles River Laboratories,
Yokohama, Japan) about 15 weeks of age were used: [group RatsA] RatAl, RatA2, ...,

RatA6; [group RatsB] RatB1, RatB2, ..., RatB6.

The rats were housed individually in an environment with a constant room temper-
ature of 23°C. The ratio of light to darkness was 1 : 1. Lights were on from 8 a.m. to
8 p.m.; otherwise, lights were off. Each animal received 1.35 g (= 30 x 45 mg) of Dust-
less Precision Pellets (F0165; Bio-Serv, NJ, USA) as reinforcers during the experiment.
Additional food (CE-2; Clea Japan, Inc., Tokyo, Japan) and water were provided in the
subjects’ home cages after the daily experimental session; this diet was presented at the
same time each day. This post-session feeding was the amount necessary to maintain each

subject at 85% of their free-feeding weight.

3.2 Apparatus

Each of the 6 operant chambers (25 cm x 30 cm x 30 cm) was equipped with a pellet
dispenser, a lever, a light, and a charge-coupled device (CCD) camera. The front and

back walls were aluminum; the side walls and the ceiling were transparent acrylic. The
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floor was made up of 16 parallel stainless steel bars.

The pellet dispenser (PD-50; Oharamedic, Tokyo, Japan) delivered 45 mg pellets
into a food cup, which was attached to the front wall near the floor grid. The lever (H23-
17RA; Coulbourn, PA, USA) was located in the front wall about 2.5 cm above the floor
grid. A one-watt light was located on the ceiling. The CCD camera (KCB-401P; Mother
Tool, Nagano, Japan) was located near the light. The behavior of the rats was monitored
remotely by a liquid crystal display placed outside the experiment room. Each chamber
was located inside a ventilated box (40 cm x 62 cm x 46 cm) that was used for sound and
light reduction. One computer (Endeavor VZ-4000; EPSON, Tokyo, Japan) controlled all
the experimental events and recorded the times at which each event and response occurred
for each individual in each experiment. Another computer (VAIO PCV-RX62K; SONY,
Tokyo, Japan), which was connected to audio amplifiers, produced tone stimuli: pulses

of 2000 Hz, on/off every 250 ms (i.e., 4 Hz) and at 80 dB.

3.3 Procedure

Let PI-T denote a PI procedure of T seconds, where T" = 20, 30, and 45. After lever-
pressing was shaped in each subject, the rats were exposed to the PI procedures listed in

Table 1.

Each FT trial started with a continuous tone, and the rat received a pellet reinforcer
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Table 1: Duration of PI to which RatsA and RatsB were exposed

Session 1-30 3140 41-50 51-60 61-70
RatsA  PI-30 PI-20 PI-30 PI-45 PI-30
RatsB  PI-30 PI-45 PI-30 PI-20 PI-30

the first time it pressed the lever while T' < t < 3T, for the specified T'. The continuous
tone stopped when the rat received the reinforcement, and this was followed by a silent
intertrial interval (ITI) of T seconds*®. If the rat did not respond while T' < ¢ < 3T, then
a silent I'TT of T' s was presented without reinforcement. During the probe trials, the tone

stimulus lasted 37" s and was followed by a silent I'TT of T s.

One session consisted of 100 FT trials and 30 probe trials. The order was pseudoran-
dom; the initial 10 trials were FI schedules, and the remaining 120 trials consisted of 30
units of four trials each, where each unit included one probe trial and three FI trials in

random order. One experimental session occurred each day for 70 days.

3.4 Data analysis

The analysis was based on the data from all the probe trials, i.e., non-food cycles, in the
21st through 70th sessions. The mean and individual response rates during the initial 37
seconds of each session were fit with the explicit solutions: Eq. (1) for SET and Eq. (9)

(with Eq. (8)) for the Poisson decomposition.

*5 Abbreviation. ITI, intertrial interval.
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4 Results

4.1 Fit by Pearson’s correlation coefficient and AIC

The Akaike information criterion (AIC) is defined to be

AIC = —2In(maximum likelihood) 4 2(number of adjusted parameters).

This criterion indicates which of two models best describes a given data set, based on
both how well it accounts for the variation in the data and on how few free parameters it
has; if a model has a smaller AIC, then it is considered to be the better model based on

these two criteria (Akaike 1974)*.

I took some steps to reduce the number of free parameters in Eq. (7) and therefore
to reduce the value of its AIC. To this end, my standard setting was m = 3, which
incorporated into the model the assumption that the rats had used the clocks Xo(t), X (),

Xs(t), and X3(t). In my first model for each session s, there were five free parameters: A,

co($), c1(s), ca(s), and c3(s).

I calculated Pearson’s product-moment correlation coefficient (r) in addition to the
AIC and used both these values to aid in identifying the model that best accounted for
the data. An example using the same data set and the best-fitting functions based on

SET and the Poisson decomposition are shown in Fig. 9.

*6 Abbreviation. AIC, the Akaike information criterion.
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Figure 9: Examples of the fit with SET and with PD for the data from session 63 for
RatB1. Rate of response R(t) or Rgs(t) is plotted on the vertical axis. The time ¢ since

the onset of the stimulus is plotted on the horizontal axis. Dots represent the mean rate
every four seconds. The correlation coefficients (r) of these fits are 0.971 (SET) and 0.978
(PD), the AIC values are 19.91 (SET) and 19.77 (PD). SET and PD have similar values
of r and AIC; both of them fit well, and they are almost equally good as mathematical

models for this data set, even though I can easily observe a difference in the shapes of the
curves

In Fig. 10, the frequency distributions of the Pearson’s correlation coefficients (r) for
the fits for each session for SET and PD are presented. The judgement of AIC values for

this data set is shown on Table 3, and it will be discussed in Section 5.7.
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Figure 10: Frequency distribution of the correlation coefficients during the 600 sessions of
data collection. The left panel is the frequency distribution for the correlation coefficients
for the fits for SET, and the right panel are the same values for the fits for PD. The mean
coefficients were 0.959 (SET) and 0.949 (PD). The method used to calculate these means

is described in the appendix
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4.2 Basic period of clocks

1
Fitting the PD model to these data allowed the identification of the basic period by (s)
of the clocks that, according to the proposed model, form part of the process that the

1
subjects used to time the interval. The basic period 5y calculated for each session is

1
presented in Fig. 11, and the means of oY are shown in Figures 12.
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Figure 11: Basic clock periods 5y (s) for each of the 12 rats for each of the 21st to 70th

sessions
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Figure 12: Mean basic clock period — (s), by PI length. Error bars present the standard

1 1 2 1
deviations. Broken lines indicate 5 N oo and 3" N where ~ is the basic period

0
of the first PI-30 in sessions 21 through 30. The left and right panels present these values
for groups RatsA and RatsB, respectively

4.3 Coefficients identified by Poisson decomposition

After fitting the PD model, the coefficients ¢,(s) (n =0, 1, 2, 3; s = 21, 22, 23, ..., 70)
were extracted from the data. An example of a typical graph of ¢,(s) (n = 0,1,2,3) is

shown in Fig. 13.
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Figure 13: Coefficient ¢,(s) for RatAl. c0, cl, ¢2, and ¢3 are the abbreviations of ¢q(s),
c1(s), ca(s), and c3(s), respectively
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An example of the means of ¢, (s) with the same PI length and in the order in which

the sessions were presented is shown in Fig. 14.
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Figure 14: Means of coefficient ¢, (s) with standard deviations for RatA1l

The means and standard deviations of the ¢,(s) are shown in Table 2.

Table 2: The means and standard deviations of the coefficients ¢, (s) for all 12 rats

mean  ¢o(s) c(s)  cas)  es(s) S.D. co(s) ci(s) cals) es3(s)
RatAl 046 —2.81 9.28 —4.60 RatAl 0.13 0.49 0.93 1.12
RatA2 0.34 —2.11 9.02 —-545 RatA2 0.13 0.64 1.13 1.77
RatA3 0.57 —-3.22 9.98 —5.17 RatA3 0.12 048 1.16 1.57
RatA4 0.50 —2.80 8.25 —3.09 RatA4 0.21 064 1.17 1.37
RatA5 0.50 —2.81 &8.57 —3.51 RatA5 0.21 0.78 0.97 0.89
RatA6 049 —-289 8.68 —3.56 RatA6 0.18 0.53 0.90 1.00
RatB1 0.29 —-1.30 5.15 —0.57 RatBl1 0.17 084 1.12 0.95
RatB2 040 —-2.29 7.23 —-2.28 RatB2 0.15 0.78 1.61 1.60
RatB3 047 —-2.82 892 —4.06 RatB3 0.15 0.8 1.22 1.50
RatB4 0.29 —-1.81 7.67 —-3.54 RatB4 0.11 0.9 0.87 1.13
RatB5 0.39 —2.50 837 —3.62 RatB5 0.12 047 1.01 1.09
RatB6 0.32 —-2.24 815 —-3.65 RatB6 0.12 0.56 1.05 1.38
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5 Discussion 1

Since Yi (2007) has already compared the SET and the LeT models in terms of goodness
of fit and complexity, and has concluded that both models do equally well, I will not

further consider the LeT model.
5.1 Model of clocks; functions X,,(t)

d
Generally speaking, it is possible that EXO(t) is not a proportional function of Xy(¢).

It may be another function, such as %Xo(t) = —MXo(®)}* (o > 0 and o # 1; for

1 d
example, a = 5 by Bernoulli), EXO(t) = —Aln{X,(¢t) + 1}, or other possibilities.

d
Moreover, EXO(t) may depend not only on the amount of water in the container used

in the model but also on the size and shape of the hole, as well as on the shape of

the container. In fact, there exist many options. Nevertheless, I assumed simply that

d d
EXO(t) depends only on the amount of water Xy(¢), and that EXO(t) is proportional

d
to Xo(t). Additionally, I assumed simply that %Xn(t) depends only on X,,_1(t) — X,,(t)

d
and that — X,(¢) is proportional to X, _1(t) — X,.(¢t) (for any n = 1,2,3,...) with the

dt

same proportional coefficient A\. The reasons for my choice are as follows:
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(i) The set of Egs. (3) and (5) is simple.

(ii) The solutions of the differential equations are gamma density functions

whose peak times are equidistant.

I note that gamma density functions are also the foundation of the behavioral theory-of-

timing (BeT) stochastic counter model.

5.2 Model of regulator; functions c,(s) X, (t)

I assumed that the ¢,(s) are constant even within sessions. Examining the dynamical fit

for the ¢,(s) on s is an appropriate and important project for future studies of learning.

5.3 Model of the mixer; function R,(t)

In the case of ¢,(s) = 0, the living organism hears nothing from the nth clock. If it does

not use the clock X, (t), then I can reduce the AIC value of PD by up to 2 for each n.
IfIlet

Ry(t) = Z cn(8)Xn(t) + Ro,

n=0
using constant Ry, then Ry should be 0. The reason is as follows: in the trial interval
0=t = ty,ift; — 400 and t — +o0, then Ry(t) — 0; i.e., if a probe trial lasts too long,

then the rat will no longer respond at all by the end of the trial.
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5.4 Model of operant response; function R,(t)

In my model, the equation Rs(t) = Rs(t) holds when 0 £ R4(t) < 1, but the function

Rs(t) could be defined as another function, depending on the “hardware,” such as an

animal’s motor system.

5.5 Basic speed of clocks

1
In a PI-30 schedule, for example, if N 15 (s), then I may say, roughly, that a rat times

the interval of 30 s by using the 15 s and 45 s clocks for inhibition, in addition to the 30 s

main clock.

5.6 Coefficients by Poisson decomposition

In Sections 2.2 and 5.2, I noted that the weights ¢, (s) are assumed to be constant within
a session. From Table 2, moreover, I may assume that the values of ¢y(s), ¢1(s), c2(s), and
c3(s) are stable against changes in the FI length, and that they are almost constant in each
rat from the 21st to the 70th sessions. This implies that the rats cope with the change in
the FI length primarily by changing the basic period of their clocks. The weights of ¢y (s),
c1(s), c2(s), and c3(s) express the organism’s proper relative use of clocks Xo(t), Xi(t),

X,(t), and X3(t), and the weights are almost fixed, which implies a transposition.
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Table 3: The number of sessions for which each of the three models produced AIC val-
ues that were, among the three models compared, the best (lowest), worst (highest), or
intermediate

AIC best intermediate worst
SET 27 364 209
PD 8 202 390
PD(¢) 565 34 1

Generally, in light of the mathematical fact noted in Section 2.4, the scalar property

is present. Thus, the scalar property can be considered to be a transposition.

5.7 Fit by Pearson’s correlation coefficient and AIC

With co(s), c1(s), ca(s), and c3(s) fixed for each rat to the values presented in Table 2, I
again calculated the fits for PD. Let PD(?) represent the process used to fit this revised

version of the PD model to the data. In PD(?), since there is only one free parameter ),
its AIC value is reduced by the reduction in the number of free parameters. Incidentally,

it was not possible to make a similar reduction in the number of free parameters in the

t
SET equation using the current data and analysis; even the ratio ?0, the mean over the

standard deviation, scattered hopelessly. Table 3 presents a comparison of the AIC values

between SET, PD, and PD(¢).

Though the mean of the correlation coefficients for PD(¢") is lower (worse) by about
0.013 than the mean of the correlation coefficients for SET (Fig. 15), PD(¢) has rather
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Figure 15: Frequency distribution of the correlation coefficients for the fit with PD(¢")
for 600 sessions. The mean correlation coefficient was 0.946; the method through which
this mean was calculated is presented in the appendix

better AIC values than does SET (Table 3).

Obtaining the weights ¢, (s) using PD, I first observed that they were approximately
constant. Even with this assumption which was only approximately met by the data,
PD(¢') fit the data far better, as judged by AIC values, than did SET. Therefore, I
propose that PD and PD(E}) may be useful additions to SET in the analysis of timing

behavior.

5.8 Total model

“Additions to SET” in the preceding section may sound strange, because this paper
might have appeared to be a rival for SET. Indeed, asymmetrically shaped graphs, such
as Figure 4 in Cheng and Meck (2007), Figure 1 in Oprisan and Buhusi (2013), Figure 1 in

McAuley et al. (2006) and others, turned out to be good applications for the PD model.
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Symmetrically shaped graphs, such as Figure 2 in Church (1984), Figure 3 in Church et
al. (1991), Figures 2 and 3 in Allman e al. (2014), Figure 4 in Oprisan and Buhusi (2013)

and others, are similar, but are also still good applications for the SET model.

It is inevitable that a theme of my future research will be to apply my model to
various other timing schedules, such as simultaneous temporal processing (for example,
see Figure 11 in Church (1984)). Also I regard it as an important theme for future
research to check whether my model is compatible and cooperative to with the striatal
beat-frequency (SBF) model, as in Oprisan and Buhusi (2011; also see Figure 4 in Oprisan

and Buhusi (2013)).
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6 Discussion 2

6.1 Basic period of clocks, as determined by PD

1
In my proposed PD model, 5y (s) represents the basic period of the clock (stopwatch)

that the subject used to time the PI interval. Its reciprocal, A (1/s), represents the basic

1
speed of the clock (stopwatch). The basic period X (s) of each session is shown in Figure

1
11, and the means of oY (s) are shown in Figures 12 and 16.
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Figure 16: Mean basic clock period — (s), in five-session bins. Error bars present the

standard deviations. The left and right panels present data from groups RatsA and RatsB,
respectively

I observed that the basic clock period did not change proportionally to the FI length
during the current peak procedure (Figure 12). A closer analysis revealed that the first

half of each 10 sessions under the same condition was more influenced by the previous FI

length than was the latter half of the sessions (Figure 16). This carry-over effect suggests
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that a single clock system (stopwatch system) was involved in timing within this range

(between 20 s and 45 s).

[ investigated whether the peak time length and the basic period in a given condition
were influenced by the PI duration during the condition immediately preceding it, and
whether the sequence in which conditions were presented affected how successfully either
model (SET and PD) described these data. For this analysis, I included the five sessions
before and after each change in the PI length. Table 4 lists the sessions that formed part
of these ascending and descending sequences. Figure 17 presents a scatter diagram of
the behavioral subjective peak time ¢y that was identified after fitting SET for sessions

forming part of a descending sequence (left panel), and an ascending sequence (right

1
panel). Figure 18 presents the basic period X (s) that was identified after fitting PD for

the same two categories of sessions.

Table 4: Sessions included in the analysis presented in Figures 17 and 18. The left half of
the table presents sessions that form part of a descending sequence of PI lengths for each
group, and the right half presents those that form part of an ascending sequence

Descending From To Ascending  From To
26-30 31-35 36-40 41-45
RatsA ™ RatsA 4
56-60 N, 61-65 46-50  51-55
36-40 41-45 26-30 31-35
RatsB ™ RatsB 4
46-50 N, H1-H5 56-60 * 61-65

Both Figure 17 and Figure 18 show that the slope of the line fitted to the descending

sequence was higher than that fitted to the ascending sequence. This indicates that
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Figure 17: Scatter diagrams of the peak time ¢y, identified by fitting SET to the data.
Data from sessions forming part of a descending sequence are presented in the upper
panel, and those forming part of an ascending sequence are presented in the lower panel.
See Table 4 for the exact number of sessions of each type for each group of subjects
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Figure 18: Scatter diagrams of the basic clock period % identified by fitting PD to the

data. Data from sessions forming part of a descending sequence are presented in the upper
panel, and those forming part of an ascending sequence are presented in the lower panel.
See Table 4 for the exact number of sessions of each type for each group of subjects

changes in the PI length made in a descending sequence had a greater effect on the
subjects’ subjective estimates of the length of the interval than did the changes made in
an ascending sequence. The emotional drive of subjects to obtain food quickly might have

been expressed in this ratio.

Looking at D iy Table 5, we see that the sensitivity of the PD (11.2%) to the
aa

sequence in which the conditions are presented is a little greater than that of SET (6.7%),
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Table 5: Slope a of the linear approximations in Figures 17 and 18 and their ratio

a SET PD
ap: descending 1.062 0.426
as: ascending  0.995 0.383

4p 1.067 1.112

aa

but the variances in the parameter values identified by PD are bigger than those identified

by SET, as seen in Figures 17 and 18. I will discuss this below in Section 6.2.

6.2 Peak shifts

Ineq. (1) of SET, ¢, is assumed to express the peak time of a subject’s subjective behavior.

1
Figure 19 is a scatter diagram of the basic period Y (s) of the PD fit and the peak time

to (s) obtained by the SET fit. The averages for five-session blocks are presented, as in

Figure 16.

In Figure 19, we can clearly see three disjoint groups of points. Each group corre-
sponds to one of the three PI durations presented. In Section 5.7 (p. 32), I conservatively
compared SET and PD: “I propose that PD and PD(?) may be useful additions to SET
in the analysis of timing behavior.” Besides the reasons presented there, Figure 19 gives

an additional reason and shows why I were careful; in truth, it is necessary to include the

use of SET for this study.
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Figure 19: Scatter diagram of the period N based on the PD model, against the peak

time t, identified by fitting the SET. We see three groups of points without intersection,
each corresponding to one of the three PI durations that I used

1
The average basic clock period Y (s) and the average clock weights ¢,(s) (n =

0,1,2,3) for PI-20 (120 sessions), PI-30 (360 sessions; the baseline), and PI-45 (120 ses-

sions) are shown in Table 6.

The graphs of R(t) for these averages are presented in Figure 20. The ratio of ¢ (s)
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and c3(s), i.e., the ratio of the weights of X;(¢) and Xj3(t), are different for each graph.
Broken curves express ¢1(s)X1(t) (left) and c3(s)X3(¢) (right), which change the shape
of the response graph (bold) and causes the peaks to shift (Spence 1937; Mazur 2006).
Since PD features have sufficient resolution, I again propose that PD and PD(?) may be

useful additions to SET in the analysis of timing behavior.

The weights ¢, (s) calculated using PD are approximately constant. Even with this
approximation, PD(?) fitted slightly better than SET, as assessed by Pearson’s correla-
tion coefficient and the AIC. With this assumption, the scalar property can be considered

to be a kind of transposition.

A detailed investigation, however, revealed that the weights ¢, (s) were not constant.
Rather, they were affected by the interval length that was presented during the PI pro-
cedure. The changes in the weights reflected the shape of the response graph and caused

the peaks to shift. This could be an example of where the behavior does not have the

1
Table 6: Average basic clock periods ~ and average clock weights ¢,(s) (n =0,1,2,3) of
PI1-20, PI-30, and PI-45

PI-20 PI-30 PI-45

% 1128 16.36 21.60
cols) 025 047 045

744  8.62 8.07

(s)
ci(s) —1.81 —2.63 —2.63
(s)
(s) —3.21 —3.92 —3.03
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Figure 20: Graphs of R4(t) (bold curve). Data are those presented in Table 6. The two

broken curves are the graphs of ¢;(s)X;(t) (left, each) and c3(s)X3(t) (right, each), whose
ratio determines the shape of Rg(?)

scalar property, in an exact sense.

Rats changed both the basic periods and the weights of the clocks in order to cope
with changes in the durations of the PIs. This may be why the variances in the basic

period, as determined by PD, were bigger than the variances of the subjective peak times,

as determined by SET (see Section 6.1).

The set of values of ¢y(s), ¢1(s), c2(s), and c3(s) shown in Table 6 represent measure-

ments of the extent to which behavior diverged from the scalar property.

In addition to the carry-over effect discussed in Section 6.1, the transformation of
the parameters in the PI procedures support the idea that each subject’s clock system
(stopwatch system) is unique in range, at least in when I consider durations between 20 s
and 45 s. These results do not indicate the existence of separate clocks for 20 s, 30 s, and

45 s. The brain sections that become activated when a subject performs tasks that are
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related to Pls in the range of 20 s to 45 s can be considered to be a set of components of

a clock (stopwatch).
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Appendix The mean value of the correlation coefficients

For each correlation coefficient r, after normalization by Fisher’s 2z’ transformation

1 1+r

(r-to-z" transformation) 2’ = bl In , I calculated the arithmetic mean 2’ of /. Then

I converted back to get the mean 7 shown in all panels in Figs. 10 and 15.
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