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Abstract

Bio-inspired meta-heuristics are the study of investigating biological
mechanisms and thereafter modeling such living mechanisms and theories
and their live by computer simulations. A large number of papers have
focused on the character is tics of the swarm behaviors, such as birds,
particles, fishes, human brains, as well as other insects including mosquitoes,
because of their incredible abilities to solve a lot of very practical engineering
and optimization problems. These problems are very difficult to be solved
and some of those have proved to be NP-hard or NP-complete. That is to say,
no polynomial time algorithm can be designed and used to solve such
problems.

Based on the above research background, in this thesis, I am devoting to
studying a number of meta-heuristics and applying them to solve some
important practical problems. Some typical meta-heuristics involving the
genetic algorithm, genetic programming, ant colony optimization, particle
swarm optimization, differential evolution algorithms, artificial immune
algorithms, gravitational search algorithm, and some others which will not
be introduced in this thesis in details. Those who are interested in these
algorithms may refer to my cited literatures.

The thesis is organized as in the following.

In chapter 1, we first introduced some basic concepts and theories of the
bio-inspired meta-heuristics. The mechanisms of the biologically inspirations
and the framework of how to design such meta-heuristics are brief

summarized and introduced. Moreover, it studies the field consist of all their



social behavior and the connections among their behaviors. Briefly the
utilization of simulation by computers to model the living mechanisms and
for improve the usage effectiveness of such simulations is important.
Bio-inspired meta-heuristics is an interdiscipline which is composed by a lot
of different research fields, including computer science, artificial intelligence,
applied mathematics, biological theories, physical phenomena, genetics, and
some others. The powerful learning abilities and evolutionary capacities of
biological systems are motivating us to design more robust and strong
computational intelligent systems to solve the practical problems. These
problems are becoming much harder to be revolved due to its dynamic
environment, complex variable dependent relationships and time-related
factors. Thus, the fundamental concepts and related researches of the
background, together with the research purpose are summarized in this
chapter.

In chapter 2, we focus on bio-inspired meta-heuristics, especially its
computational framework. We introduced bio-inspired computations from
the following three parts: the most famous Evolutionary computation (EC),
the recent developed Ant colony optimization (ACO) and the novel
introduced Artificial immune system (AIS). In this chapter, the basic
descriptions including their biological inspirations, algorithmic modelling,
computational systems and typical applications of EC, ACO, and AIS are
presented.

In chapter 3, a new hybrid method by incorporating EDA into IA is

proposed in order to solve the TSPs. In this method, EDA is used to realize



the information exchanging during different solutions generated by TA
through the probabilistic model. Thus, EDA enables IA to be quickly
convergent to promising search areas. To refine the solutions sampled by
EDA, a heuristic local search operator is also proposed to repair the
infeasible solutions, and further facilitate the search by making use of the
problem-dependent knowledge of TSP.

In chapter 4, another computational algorithm using particle swarm
optimization (PSO) and a probability model (PM was proposed and presented
to solve the well-known graph planarization problem (GPP). GPP is a
traditional combinatorial optimization problem which is deeply related with
circuit board layout problem, VLSI desing, automatic graph drawing
problem, and some other graph-based problems. Moreover, it has significant
theoretical importance related with networks design and analysis,
computational geometry, and some other topological problems. Generally
speaking, GPP is required to carry out two tasks involving a maximum
planar subgraph acquisition and a plane embedding problem. The former is
to find a maximum planar subgraph with a minimum cardinality subset of
edges which can be removed from the original graph, and the later is to draw
the remaining subgraph on a plane such that no two edges intersect with
each other except a common endpoint. The proposed PMPSO has
demonstrated to be effective to find near optimal solutions for GPP than the
previously proposed methods.

In chapter 5, Ant colony optimization (ACO) is one of the best heuristic

algorithms for combinatorial optimization problems. Due to its distinctive



search mechanism, ACO can perform successfully on the static traveling
salesman problem (TSP). Nevertheless, ACO has some trouble in solving the
dynamic TSP (DTSP) since the pheromone of the previous optimal trail
attracts ants to follow even if the environment changes. Therefore, the
quality of the solution is much inferior to that of the static TSP's solution. In
this paper, ant colony algorithm with neighborhood search called NS-ACO is
proposed to handle the DTSP composed by random traffic factors. ACO
utilizes the short-term memory to increase the diversity of solutions and
three moving operations containing swap, insertion and 2-opt optimize the
solutions found by ants. The experiments are carried out to evaluate the
performance of NS-ACO comparing with the conventional ACS and the ACO
with random immigrants (RIACO) on the DTSPs of different scales. The
experimental results demonstrate our proposed algorithm outperforms the

other algorithms and is a competitive and promising approach to DTSP.

In chapter 6, there are conclusions and future Works. We proposed
TA-EDA, PM-PSO and NS-ACO. They can be concluded that these new
models can produce better solutions than traditional model before. And in
the future, I will go a step further on various kinds of algorithm of
Bio-inspired computation. Then, improve the performance of the current
existent Bio-inspired computation and apply them to solve engineering
problems in new fields. Last but not least, Bio-inspired computation can
combine with other computational intelligence algorithms for solving much

complex problems.
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